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Electrostatics
In the theory of electromagnetism, we define two three dimensional vector fields, E and B.
We begin with the change in the magnetic field over time:

% =e (E + % X B)

We see that if we have no B field, the electric field causes acceleration. If instead we had pure
magnetic field, we would have gyrations. In particular, this would do no work, since Fr -v =0 in
the pure magnetic field case. Now let us consider the case where we have an FE field perpendicular
to a B field. A particle placed in this system would tend to go in the direction given by E x B. In
fact, given the special velocity:

E x B

V=2¢ B2

One can work out that this particle would continue to move with this velocity, unaffected by the
fields.

As we add more charges, we start to form currents. Consider an electric field pointing to the right,
and a mixture of positive and negative charges placed in the field. The field will cause the particles
to move to either side of the system, based on the sign of the charge. This polarization would
create an electric field oriented against the original electric field. This is where things become more
complicated, and Maxwell’s equations come in.

The first two equations are the stationary equations:

V. -E=47mp

V-B=0
Which tell us that charges are the source of electric fields, and there are no magnetic field sources.
The other two are Faraday’s Law, or the induction equation:

VXE:—}a—B
c Ot

And Ampere’s Law:
10FE

47

We can see that not all of these equations are equal, by taking the divergence of both sides of
Faraday’s Law:

V-(VXE):—igt(V-B)

Now noting that the divergence of a curl is always zero, we see that the divergence of B must be
constant as a function of time:

V - B = const.
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We see that the equation V - B = 0 is a constraint equation,we are constraining the constant to be
zero. In other words, it is an initial condition for Faraday’s Law.

Similarly, we can show that V - E = 47p is an initial condition for Ampere’s Law. Using the same
process, we take the divergence of both sides:

4 1
V-(VxB):%V-JJrE%(V-E)

Once again noting that the left side must be zero. Now in order to obtain Gauss’s Law, we must
apply the conservation of charge. The mathematical formulation to maintain the inflow and outflow
of charge is known as the continuity equation:

0Q
Y d
. 3£VJs

The change in charge in a particular volume is dependent on the flux of the charge through the
boundary, which is the current. Now we note that the definition of charge is the charge density
integrated over the volume:

Q:/VpdV

On the right side of the equation, we can write the surface integral as the volume integral of the

divergence of the current:
—55 JdS:—/ V - JdV
1% 1%

Thus we can put these all together:

dp
5 TV =0

Now we see that we can express the divergence of J in terms of the time derivative of the charge
density. We can look back at what we initially had:

47r< Gp) 10
0 c ot + c Ot (v )

Which leaves us with a general form of Gauss’s Law:
V- -E=4mp+C

Where we can see that the equation V - E = 4mp is a constraint equation for Ampere’s Law.

The first form of mathematical massaging that we will employ is to consider things in terms of
potentials. We have 6 field components, 3 from both the electric and magnetic fields. 4 of these
are independent, since we have 2 constraint equations. These 4 components are split into the
scalar potential and the vector potential, ¢ and A respectively. The vector potential describes the
magnetic field:

V.-B=0—-B=VxA
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Inserting this definition into Faraday’s Law:

10

1aA)_
VX<E+Cat =0

In order for the left side to be zero, the term that we are taking the curl of must be the gradient of
a scalar function, V¢:
10A

“Ve=ET

Where by convention we consider the negative gradient of a scalar function. This then gives us that:

10A
E=-Vo- %

We can now rewrite the system of Maxwell’s equations in terms of our potentials. The first thing
we do is insert them into Gauss’s Law:

V- -E =4mp
10
—V'(V@—EE(V'A):‘WP
w219 (v.a) =
Vi (V- A) = dmp

In the electrostatics case, we would drop the time derivative term, and we would have the expected
Poisson’s equation.

Inserting our potentials into Ampere’s Law:

dn 18( 18A>

The double curl gives two terms, the gradient of the divergence of A, and the Laplacian of A :

47 10
v e )
V(V-A) -V 0J+08t Vo .

To prove the double curl identity, we can use the Levi-Civita symbol. We need to know two formulas.
The first is for the ith component of a vector cross product:

(A X B)z = eijkAjBk
Where we assume Einstein summation notation, we are summing over j and k.

The other useful formula is:
€ijkCimn = 5jm5kn - 6jn5km

Now going back to the curl of a curl:

(VX V xA), =ejr0; (eximOiAm)
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Now noting that the symmetry of the Levi-Civita symbol means that each shift in indices picks up
a minus sign, we can shift the second one into ej,:

(V x V x 14)z = eijkaj (elmk(‘)lAm)
= (0ubjm — 6imbj1) Oj01 A,
= 0m0;Am — 0;0;4;
= 0,0mAp — 7 A;
We see that the first term is a gradient of a divergence, and the second term is a Laplacian.
Rewriting our Ampere’s Law expression:

154 i
2 ot2 ¢

J—V(V-A+1%>

~-V2A
* c Ot

Thus we have rewritten Maxwell’s equations as two equations, in terms of the scalar and vector
potentials:

1 9%A 47 10¢
(et
v c? Ot? cJ ViV +08t
V2 — —arp— 12 (v . 4)

- P cot

Looking at the top equation, the left side is a wave equation, but to make sense of the right side of
the equation, we make use of the gauge freedom of the vector potential, we can add the gradient of
a scalar function to the vector potential and maintain the same equations:

A=A+ VA

Essentially, the vector potential is not unique.
Consequently, we have gauge freedom for the scalar potential:

10A
E=-Vo- "%

We now change ¢ to ¢ and A to A’, while keeping E the same:
10A 10A 1 oA
()
c Ot cdt ¢ ot
10A

I— e —
9= c Ot

Which is the gauge freedom of the scalar potential.

Since the choice of A is arbitrary, we can “fix” the gauge.

One such choice is the Lorentz gauge, where V - A + %%‘f = 0. This gives us the equations:

1 0°A  4nx
_WV2A4 2220
v +028t2 c
2
V2¢—la¢:—4ﬂp

2 o2
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We see that this decouples the two equations, making it a useful choice of gauge.

Now let us prove that we can always fix the gauge in such a way. Consider the case where we have
A and ¢ such that V- A + %%‘f # 0. Can we change the gauge such that the shifted potentials do
satisfy the Lorentz gauge?

We must make the shift A’ = A+ VA, and ¢/ = ¢ — 122 Now computing V - A + 1 22.

c Ot" c ot
109 ( 1 a¢>> 9 1 0%A
V- A+-——=(V-A+-—— VA— —-—
c Ot + c Ot + c2 Ot2
We want to see if this can be made zero by picking A. This can be rewritten as a wave equation:
1 9%A
V2A — 2oz = known terms.

This wave equation always has a solution, and thus we can always fix the Lorentz gauge.

Another choice of gauge is the Coulomb gauge, where we impose that V - A = 0. This again is
always guaranteed to be possible, since we have that V - (A’ + VA) = 0, which is equivalent to the
Poisson equation V2A = —V - A, which always has a solution. This gauge simplifies one of the
equations, but the second equation remains coupled, so it is still difficult. In the time-independent
case, the two gauges are equivalent.

Conservation of Energy

Now let us consider what conservation laws this system must obey. To begin, we define the energy
density of the electromagnetic field:

E2 + B2
8T
Let us compute the time derivative of the energy density:
0 0 (E?+ B?
W= (5 )

ot :& 8

2 8E> 2( aB)
—&r(E'at T\ B

Now using the Faraday and Ampere equations to replace time derivatives with spatial derivatives:

W =

0B
E =—-—cVXEFE
E
a— =cV x B —4nJ
ot
We can insert these into our expression:

0 c

V~(ﬁExB)
This is beginning to look like a conservation law:

0
aWEM-i-V-S——J-E
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Where S is the Poynting vector:

S="ExB
a7
If we drop the current term for now, we see that the Poynting flux tells us how much electromagnetic
energy is moving through the volume. However, if we have currents and particles, we have the
additional J - E term. This additional term is the rate of work done by the electric field on the
ensemble of particles.

For a group of particles, we can define the current density:

Zcharges 4iU;

J =
Vv

If we dot this against the electric field:

Zcharges qE - v;

.E =
d Vv

Where we assume that the volume is very small, so the electric field is about the same for all of
the particles. We see that this is just the Lorentz force on each particle, times the velocity of the
particle:

Zcharges FL,i " U

1%
853‘1“
o Zcharges ot
\%

If we integrate the version of this conservation law over a volume:

2 ( )= saa- G
- /V W dV ) = §£V SdA 2 (E)

Which is our conservation law over a volume.

Now let us prove that radiation requires time dependence. Consider a circular ring of charges,
with a constant current. Intuitively, this will not radiate, but each individual charge on the ring is
accelerating, since it is moving in a non-linear orbit. We can show that this does not radiate by
computing the divergence of the Poynting vector, and then integrating over the volume:

/d%V-(ExB):—/d%J-E
.

—/d3:cq5-VJ
=0

Conservation of Momentum
We have derived the conservation law for energy in the electromagnetic theory:

OWEM
ot

+V.-S=-j-E
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We now want to derive the conservation law for the momentum of fields and particles.

To do this, we begin with the time derivative of the momentum of every particle being equal to the
Lorentz force at the location of the particle (using Newton’s Second Law):

%Pz’ =e (E (x;) + % x B (mz)>

We can make a volume weighted momentum vector (momentum density of the charged particles in
the system):

1
= v Z D
(]
We want an evolution equation for this, so we compute the time derivative:

:7dez
—Z ( (x;) +—><B(acz)>

In this case, the volume is the infinitesimal volume of particles very close together in space, V = d>x.
In this case, we can state that we have some average field value over this small volume, so instead
of evaluating the fields at each point, we have a constant field over the entire volume, for both the
electric and magnetic fields. In this case, we note that the sum of the charges over the volume,
% 3, e is equivalent to the charge density, p, and we note that >, ev; is the total current J', and
we divide by the volume, so we have the current density j :

dP
dt

= B (@) + j x B(®)

Now we want to use Maxwell’s equations to massage the right side of this equation, to arrive at
an analogous result to the conservation law for energy. We first note that, by rewriting Maxwell’s
equations:

We can now insert these into the right hand side of our evolution equation:

aP 1 1 OE
— = E . E BxB)—-———xB
dt 477( V-E+VxBxB dmc 0t

Rewriting the second term as % (ExB)—FE x %—? :

aP 1 1 [0 0B
— = E . E B xB)— — ExB)—-EXx —
dt 4w ( V- E+VxBxB) Ame Lot ( ) =B x ot

!Consider the change in charge in the volume if we shift a charge e by some Az, Aq = eAz. Dividing by At, we
have that Ag/At = eAx/At, which gives us that J = ev
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If we define g = -~ F x B:

4dme
dP  Og 1
—+—=—(V-E-E4+VXBxB-ExVXxXE
i "ot VB XV x E)
We see that g takes on the role of the momentum of the electromagnetic field, Pgjs, and is in fact
equal to the Poynting vector divided by ¢?, Pgy = c% Now looking at the term E X V x E :
(E x V X E)z = eijkEj (eklmalEm)
= ek EieimrO Em
= (0ubjm — dimbj1) E;01Ep,
= FEn0;E, — E|OF;

Writing this in vector notation:
1
E><V><E:§VE2—(EV)E

Inserting this result into our equation:

P dg 1 [ <E2+B2> }
@99 _ L e ELBY)B-Vv(2 ) v.E.E
o Yo =1 (EV)E+(BV)B-V|— v

Taking the ith component of the right side:

dP  0Og 1 E? + B?
[E 8t} = E <Ej6jEZ‘ + BjajBZ' — 6Z-j8j (T) + EiajE])
1
= E [8J (EZE]) + 8j (BzB])} - 51J8JWEM
- _ajTgM

Where we have added the term B;0;B;, because by Maxwell’s laws, the divergence of the magnetic
field is zero, so we can add this term. We define spatial components of Tg;s, the Maxwell stress
tensor:

Thus we have that the change in the total momentum in our system is equal to the derivative of the
stress tensor:

d Iy
— (Ppm + P)i = _ajTEJM

dt
We can integrate this over the volume:
d -
- / (Peym + P) dV} =— 55 n; T dA
dt L)y i A

Which gives us our conservation law.
We will later see that T'rps will have 4 indices, and the spatial components will be the o;;s.

We have now derived the conservation laws of the electromagnetic theory.
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Laplace’s Equation in Cylindrical Coordinates
In electrostatics, we have the case that E = —V . In the case with no contained charges, we then
have that V - E = 0, from which we have Laplace’s equation:
Vip=0

In cylindrical coordinates, we have (p, ¢, z). Let us first consider the case where we have z symmetry,
so the Laplacian is of the form:

vio L0 00y 10
dp/ ~ p? 0¢?
We solve Laplace’s equation via separation of variables:
= R(p)®(9)
Which leaves us with
®d ([ dR 1 d*®
TAGIAT T

Which we can rewrite:
0 () AEE
Rdp\Pdp) T @ dp? ~
Now noting that the two terms are dependent on separate variables, they must both be equal to a
constant?:

1 d*® 9

ddp?

ﬁi(@>_m2
Rdp\Pdp) ~

We can now solve the two separately. We expect sines and cosines for the ® equation, and by power
counting, we expect a polynomial for the R equation, R ~ p7. By inserting this solution back into
the radial equation, we find that v = +m.

In the special case where m = 0, we have that R ~ const, as well as R ~ In p as our two linearly
independent solutions.

For a problem that contains the origin, we can drop the In p and the p~"" terms, since they diverge
at p = 0. Thus our potential is given by

Y= Z (am cos (M) + by, sin (me)) cpp™

From here, we have to utilize the boundary conditions of the problem in order to pin down the
values of a.,, by, and ¢,,. For example, consider the case where ¢ is defined as:

B {V7 ¢ € (0,m)
B -V, ¢ € (m2n)

2We choose —m? for the ® equation becase we expect the solution for that equation to be periodic, so we want an
equation that gives us an oscillator equation
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First, we see that we need the sines, because the potential is odd:
p=>_ amsin(mg) p"
m

The second thing to note is that we are restricted to odd m, because the even coefficients will be
given by:

Geven ~ /cp (r = a,¢)sin (2n¢) do

= V/7r sin (2n¢) do — V/27r sin (2n¢) do
. 0 ™
We see that we can drop all of the even coefficients, and normalize p to the circle:
w= Z A, sin (mo) ( )m
modd

Now we can see that

vlp=a,¢)= Z A, sin (mo)

m odd

And thus we can solve for a,,, by computing the projection onto the mth basis function:

27
amzl/ ds sin (me) ¢ (p = a,0)

[/ Vsin (m¢) d¢ —
= W/ d¢ sin (me)

2w

V sin (mo) dqb]

2V
1
=_ — (1 — cos (mm))
4
- m
Thus we have that
4V 1 m
R N (i
T m \a
modd

To write this in a closed form, we express the sine as a complex exponent, and then use the geometric
series to rewrite the sum:

4V 1 m
R N (e
g modd moaa
4V 1 o\
= Wi 3 (%)
m modd moa
Now consider the series >°,, qq 5, - If we differentiate this with respect to z:

-

m odd modd
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1
1—22

_1( 1 n 1 )
T 2\1—2 142z

From this, we have that

Zm 1 1+z2
Z 72511’1 1
moddm —Z

Now noting that our original series matches this, with z = gew, we now only have to deal with the
imaginary part of this. First, we note that

ei@

1+ 2z 1+ 2z
11—z

1—=2

If we now consider the imaginary part of the log of this:

i (1 [{2]) ¢

Now finding what € is in our case, we multiply both the numerator and denominator by (1 — z*) :

(1+2)(1—2") 1—|z+2iImz

(1-2)(1-2) 142> —2Rez

This must be equal to some a + bi, in which case § = arctan (b), so we have that

a
2Im 2z
0 = arctan | ———
1—|z]
Now inserting the expression for z:

22¢in ¢
f = arctan [ —*————
1—(2)"sin*¢

From this, we can put together the total closed form of the potential:

4V 2L sin ¢
¢ = —arctan | —%—5———
T 1—(2)"sin?¢

a

When doing this whole process in 3D, we will follow the same logic, we begin with Laplace’s
equations in cylindrical:

We can separate this:
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Inserting this, and then separating variables:

11d (R} 1140 187
Rpdp pdp P2 ®dep? 7 dz?

Again noting that we expect periodicity in the ¢ direction, we will choose the constant to be —1/?

for the ® equation. For the Z equation, we expect the solution to decay at infinity, so we expect
something of the form Z ~ e %23, The radial equation that we are left with is the Bessel equation*:

d ( dR 22 2
pdp(pdp>+(kp V)R

Which has solutions J,, (kp) and J_,, (kp), which differ by their behavior at the origin, J,, decays
at the origin, and J_, diverges at the origin. In the case where we contain the origin, we discard
the J_, solutions, and we pick only the J,. We can then write down the full solution:

0 (p.9.2) = 3 ¢, (kup) (dsin (v6) + e cos (v@)) (ac* + ben)

v,n

Now let us discuss the orthogonality and the asymptotic behavior of the Bessel functions. For the
asymptotic behavior, for small z:

Jﬁ:u (x) — F(Vgﬂ)

For large x:

ro=yZon(e-5-3)

We can also consider the zeroes of the Bessel function, where z,, is the nth zero of the Bessel
function J, (z).

Consider the case where we have the boundary condition that ¢ (¢ = a) = 0. In order for this to be
satisfied, we need the Bessel function J, (k,») to be zero. For this to be true, we need k, pa = x,p.

This is an example of Dirichlet boundary conditions, and the other type of boundary condition are
the von Neuman boundary conditions, where:

Iy _
on

In this case, the derivatives of the Bessel functions will be zero:

0

J/

v ’p:a

=0

Now let us consider the proof of orthogonality of the Bessel functions. Suppose we have J, (ax)
and Jy, (fz). We want to show that these are orthogonal unless a = 3, that is:

1
/ xzJp (ax) Jp (Bx) dz = dap
0

31f we restrict ourselves to finite z, then we would have to keep the positive exponent as well.
“In general, the equation of the form z (zu’)" + (a2 — p*) u = 0 has solution u = J, (az)
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Where the factor of x comes from the Jacobian in cylindrical.
The equations that generate these solutions are (respectively):
x (:Eu')/ + (a?2® —p*)u=0
x (a:v'), + (52332 —pg) v=>0
If we subtract these two equations from each other:
v (xu/)/ —u (.CUU/)I + (oz2 — ,6’2) zuv =0
Which can be rewritten as a derivative:

% (Ua:u' — uacv') + (oz2 — 52) zuv =0

Integrating this from 0 to 1:

1
/ % (vxu’ — uazv/) + (a2 - 52) zuvdx =0
0

1
v()u (1) —u (1) (1) + (a2 - ,6’2) /0 ruvdr =0

Now we see that we have two additional terms, that are not necessarily zero. In order to make the
first two terms zero, we need J, (5) and J, () to both be equal to zero, meaning that o and /3 are
zeroes of the Bessel function. After this, we see that the remaining integral is the orthogonality
integral that we care about, and we see that this must be zero unless o = .

Now let us consider the case where we have the orthogonality relation:
a a?
/ dp pJy (xu,ng) Ju (xu,n’g) = 6nn’7=]3+1 (xz/,n)
0 a a 2

We also have recursion relations between different orders of the Bessel functions:

d
(P ) = Py

dx
2
Jp*l + Jerl — ;pjp

Now that we have developed this machinery, let us consider a problem with a cylinder subdivided
into two sections. At z = 0, we have a disk of radius a, with height L. Suppose we have a boundary
condition that the potential on the base and top sides is ¢ = V, and on the surface of the side of the
cylinder, ¢ = 0. We want to find the potential inside the cylinder, given these boundary conditions.

Since we have no ¢ dependence in the boundary conditions, we only have to deal with one Bessel
function, Jy, since ® = e*? =1, so v = 0:

L

= Z CrJo (konp) cosh (]C(),n <z — 2))

Where we have replaced the sum of positive and negative exponentials with a hyperbolic cosine
centered around L/2, since our problem is symmetric in the z direction around L/2, and sinh is not
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symmetric around the centerpoint. Using the fact that ¢[,—, = 0, we have that ko ,a = 20, and
we can start using the upper and lower boundary conditions (we actually get the same result for
z=Land z = 0):

V= ZCnJo (%;,0) cosh (w%“ng)

Now applying the orthogonality of the Bessel functions, we multiply both sides by a Bessel function
and integrate, using the orthogonality relation on the right side to get a delta function:

/ VpJo (1’0; :0) dp = Cy,6p v cosh <x07n

To compute the integral on the left side, we can use one of the recursion relations. First, letting

¢ = xog'p, the left side becomes:
a \2
[vae© (%) eae
Zo,n!

Which, by the recursion relation previously stated, which relates the derivative of a Bessel function
of one order to the Bessel function of the order below:

/ Vo (€) (x:n)Q £dé =V (:U:n)Q o1 (20.n)

From this, we are left with

L> Jt (z0.n)

_ gy $2 b (52 (2= 8)) o (w0nf)

n—1 oncosh( O”L) J1 (z0.n)

If We look at this in the limit where L — oo, we see that we are left with something of the form of

e—a (z=1) , which indicates that the potential becomes concentrate that the bottom and top faces of

the cyhnder, and is exponentially vanishing in between, which matches the physical intution, the
two faces don’t interact with each other for a very large cylinder.

Consider the case where the potential on a disk in a plane is given by ¢ = V', and everywhere else
on the plane ¢ = 0. Once again, we have the general solution, but we can discard the ¢ dependence
once more, setting ¥ = 0. In this case, we have terms of the form:

Jo (kp) e
Where k can take on any value. Thus, we have an infinite superposition of solutions with varying k:
o0
o= [ Tt g () a
0

We want to solve for the coefficients g (k). At z = 0:

/Ooo Jo (kp) g (k) dk = M (p)
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Where M (p) is defined:

V, p<a
0, p>a

M (p) = {
Multiplying both sides by pJy (k'p), and then integrating:
|| o0 0) o ko) g ) dpai = [ Voo (V) do
o Jo 0

The left side gives us a delta function, 16 (k — k’). We can solve for g (k), and then write out ¢:
o=Va / dk e % Jo (kp) Jy (ka)
0

Conformal Mapping
Consider a complex function f (2) = u + iv, where z = z + iy = re'.

We define the derivative of a complex function at some point zg°:

Af

= 1l1mm —-
Az—0 Az

GNP

Consider the derivative of f (z) = |z|*:

im (T Az — |z
Az—0 Az

We can see that along the real axis, this limit is real, and along the complex axis, the limit is
complex, and therefore the limit does not exist, and the function is not differentiable.

If a function’s derivatives exist at every point, the function is analytic, and satisfies the following
conditions:

ou  Ov
oz Oy
dv  Ou
or Oy

Which are the Cauchy-Riemann conditions.

Proof. We want to show that % is defined and unique for all x and y.

Starting from the definition:
i of

= lim =
dz  62—0 0z

5Note that the condition for this derivative to exist is more stringent than the real version, the limit along any
trajectory to the point must exist for the derivative to exist. In fact, the existence of the first derivative guarantees
the existence of all higher orders of derivatives.
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Now we note that §z = dx + idy, and therefore ¢ f = du + idv. Thus:

(Lf_ du + 10v
5z dx+idy

We now consider two approaches to the point (z,y), one that is parallel to the xz-axis, and the other
that is parallel to the y-axis. We will show that the requirement that these two approaches are
equivalent will imply the Cauchy-Riemann conditions.

Approaching along dy = 0, We have that
of . Ou+1dv
= lim ———

i 5z o ox
Oz ox
Approaching along dx = 0:
i . du+ v
lim = lim ————
52— 0z oy—0 253/
o
9y Oy

Now we enforce the condition that these two are equal:

ou .Ov Ou Ov

87:C+Z8x

"oy oy

Now separating the real and imaginary components:

ou_ o
or Oy
ou__ou
oy Oz
Which are the Cauchy-Riemann conditions. O

We want to be able to map the solutions of Laplace’s equation in one domain to another domain.
To do this, let us define a mapping. A mapping is a function f (z) that creates a correspondence
between one point in the complex plane to a different complex plane, w = f (2). w is known as the
image of z, under the mapping f.

Consider the mapping w = i + ze'™/4. Looking at this, if we insert z = re’®, we see that we rotate
the angle, re'® — re(9T1) . What happens if we look at an area of the original complex plane? We

can see that a square in the original plane is rotated by 7/4, and shifted upwards by i.

Consider a point in the complex plane, z = x 4 iy. We can consider an infinitesimal displacement,
dz = dz + i dy. We can compute the magnitude:

|dz2* = (dz)” + (dy)*



Hersh Kumar

PHYS611 Notes Page 19

This is how we can compute lengths in the regular complex plane. We can consider lengths in the w
plane:

|dw|? = (du)?* + (dv)?

)"

dz
dz|* = |-~
sl = |

We can note that |dz|? = |dw|? (

dz
dw

2
‘ (du2 + dv2)

2
. Things that started out

orthogonal to each other in the z plane will remain orthogonal in the w plane, just scaled.

We see that lengths in the w plane are scaled by the Jacobian term, ’g—;

Now let us discuss the underlying theorem that we will be using.

Theorem 1.1. Consider a function ¢ (u,v), which is a solution of Laplace’s equation in two
dimensions:

¢ 9% _
ou? o2

We can define a conformal mapping w = f(z) = u(x) + v (y), which generates a new function

¥ (z,y)

¥ (z,y) = ¢ (u(z,y),v(z,y))
Which is a solution to Laplace’s equation in the new plane:

2 2
ox2  0y?

. o .
Proof. Consider ETZ'
o0 _060u 9000
dxr  Oudxr Ovox
We can consider the second derivative:

Py _ 00T 0 (06)0u 000y 0 (0) 00

0x2  Oudx?  Ox \Ou/ Ox  Ovodx? Ox \Ov/ Ox

Applying the chain rule to the second and fourth term:
(921/1_&;5@4_ {8%) [ 82¢8u} au_i_f)v{ﬁ%ﬁ(% 0%¢ @} d¢p 0%v

022 Ou Oz2 Oudv Oz + ou2dxl 0x " Oz L ov Ox ' Oudv Ox Ov Ox2

We can do the same exact thing for the second deriative of ¢ with respect to y:

D% 090%u [ 8¢ dv  Podu) du | dv [824581) 0% @] ¢ 9%
Ov Oy  Oudv dy Ov Oy?

92~ ouoy? [auavay + auzay} oy oy
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Now we can apply the Cauchy-Riemann conditions, which relate the partials of u and v with respect
to x and y:

Ou  0Ov
dr  dy
ou v
dy Oz

Now we can add the two second derivatives, which should give us zero (by Laplace’s equation). When
we do this, the first terms of both expressions cancel out, and the last terms of both expressions
cancel out. Then looking at the mixed derivative terms, we see that after adding them together,
and applying the Cauchy-Riemann conditions, they cancel out. We are then left with just the terms
with second derivatives of ¢, which when factored out, by our definition of ¢, satisfy Laplace’s
equation, meaning that they sum to zero. Thus, we have that

0? 0?
P W,
ox2 Oy
Meaning that v satisfies Laplace’s equation in the new plane. O

Let us do an example. Consider the Laplace equation in the u — v plane (u along the horizontal
direction, v along the vertical), defined on a rectangle. Suppose that ¢ = 0 on the lower edge of the
rectangle, and ¢ = V on the top edge. We then have von Neumann boundary conditions on the
sides, % = 0. Suppose that the height of the rectangle is L. The solution to this system is:

v
6=V (z)

Where L = w. We now define the conformal mapping w = f (2) = Inz. Now we want to find out
what the rectangle looks like in the image plane. To do this, we consider z = re’?. In this case,
u = Inr, and v = p, where we are choosing the branch where ¢ ranges from 0 to 7. If we now look
at the transformation of each of the 4 boundaries, we see that we have a large semicircle in the
upper half plane, a smaller semicircle in the upper half plane, and then two lines connecting the
two along the x axis®. Along the two semicircles, we still have that g}f = 0, since the relationships
between the derivatives of ¥ and ¢ remain the same under the conformal mapping. On the left line
segment, ¢ = V', and on the right segment we have ¢ = 0.

Now we can look at the transformation of ¢ into :

Y (r,y) = %v (z,y)

Let us do a (mindblowing) example. Consider two lines in the v — v plane, v = 7 and v = —.
This can be thought of as the setup for an infinite parallel plate capacitor. The lines of constant

SEssentially a half-donut shape.
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electric field are where we have constant u, and the lines of constant potential are when we have
constant v. Now consider the mapping z = w + €“. We can first consider where the v = 0 and
v = £ transform to. Expanding our transformation:

u+iv

rH+iy=u+tivte

Which gives us that

x=u+e“cosv

y=uv+e"sinv

Looking at the case where v = 0:

z=u-+e"

y=20
We see that for u = —oo, © = —o0 as well. For u = 0, we have x = 1. For u = oo, this maps to
T = 0.
Now looking at v = =+

z=u—e*

y=xm

Looking at the function z = u — €%, we see that for very negative u, we asymptote to x = u, and for
very positive u, we have —e*. This is extremized at u = 0, so x = —1. By looking at the second
derivative, we see that this extrema must be an maximum. Thus, we have mapped all values of u
onto a range of x values from —oo to —1. Similarly, the same behavior occurs for the —m line, we
“fold” the infinite line into an infinite half-line. Thus we have mapped an infinite capacitor into a
capacitor with an edge, at + = —1. We know the solution to the infinite parallel plate capacitor
case, which we can then conformally map to solve for the capacitor with an edge. If we find the
solution (using Mathematica or Python), we can see that the field lines at the edge of the capacitor
bulge outwards.

Multipole Expansion

Suppose we have some charge density p ('), with arbitrary shape. We want to find the electric
potential at a point @ that is very far away, a distance r from the origin. We want to expand the
potential in powers of r:

7:7’1

We can solve this system exactly. First, we look at a charge element in the charge distribution:
dg=p (w’) '

We can then find the potential at & due to this charge element at @’ :

dq p (')

|z — /| - |z — /|
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We can now integrate over all of the charges to get the total potential:

:/ mdi‘}m'
v |z —a|

We want to find out the behavior of the potential that is universal at long distances, regardless of p.
We can look at the denominator:

]ar: — ac" = <1‘2 + (1")2 +2m-a:’)1/2

2\ ? AN
=z (1 =+ (—) —2— )
x x
Now if we assume that the second two terms are small, ¢, and using the expansion of 1/y/1 + ¢:

! 1[1+T—<x/>21+34w+0(ax3)1

\x—w’\:x 2 x/ 2 8 a4

Now looking at the potential:

o= [p(a) &' + [ (@) (z-a') P +1/p(:,) [3(32-33,)2 (fﬁl)ﬂ +...

T x3 2

We have found an expansion of the potential in terms of inverse powers of . We can look at the first
term, we see that it is the total charge over the distance, as expected of the first term. Looking at
the second term, we have the scalar product of the dipole moment and @, where P = [ p (') 3z =

[ dga’. The third term is the quadrupole moment, Q;; = [ da’ p (') (3xiwj - (ac’)2 5ij) :
Q P-x

¢:E+ x3

2—x5Qijxixj =+ ...

This is the multipole expansion of the potential. A similar expansion can be done for gravity, to find
gravitational potentials. However, in that case, we do not have negative masses. In this expansion,
we have no radiation from the dipole term, since

P = / mr' d>x’
Looking at the radiation, which is proportional to P:
pP= / ma’ &z’

Which must be equal to zero, and thus there is no dipole gravitational radiation. The fact that the
radiation only appears at the quadrupole term is why gravitational radiation is harder to detect
than electromagnetic radiation.

The potential due to a dipole is given by
pcosf
(p =

r2
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Where p = ed, where e is the charge difference and d is the distance between the two charges.
We have the potential due to a dipole, using the multipole expansion, at a point «:
_pbx
$="13

We can find the electric field, using the fact that E = —V:

B, = -0, |27 ]

3

From this, we have that

Where n = % . This can be rewritten:
b
E = -+ 3

This is the electric field due to a single dipole. Note that the electric field falls off as ~ m%, faster
than that of a single charge.

If we write down the electic field of the dipole taking into account the quadrupole moment, we
would see that the quadrupole terms would fall off as ~ z%l

Consider some charge distribution function p (7). The exact potential at some point 7 is given by:
_ / p(r) dr'
) =]
Looking at the denominator:

1 1 1

V12 + 72 — 271/ cos 6 or \/1+ (d)z —27"7/0080

r

00 nli
(')
= mES] P (cos )
1=0
Where 6 is the angle between r and 7’. If we want to write this in terms of the angles of the two
points (lets call them 7 = (r,©, ®) and 7’ = (1,0, ¢)), we can use the addition relation for Legendre

polynomials:

! —ImD!
P (cost) = > Pl‘m‘ (cos ©) PlIml (cos 6) Me*m(q’*‘ﬁ)
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Now let us use the spherical harmonics:

220+ 1 (1 —|m))!
Yimso = (=1)™ ’(
tmz0 = U T

- *
Yifm| = (=17 Y

1/2 '
) P™ (cos ) e™?

We can now write down the multipole expansion in terms of the spherical harmonics:

=3 2:L/TH1<2L+1)n%(@ﬁm§%nWN@p(W)d%“

=0 m=—1
1/2
—EZTMH,EZ (i) e 0.0 v ©.9)

Where

Q0 = [ 45 () () Yo 0.9)

This is the general form of the multipole expansion.

1.6 Potential Energy

Suppose we have some external electric field, with potential ¢ (). If we place a charge distribution
p (x) into this potential, what is the potential energy? For a single charge, we have gy (), and we
can sum this over all charges:

U= qap (xa)
_/p(w’)w(fv’) d’x’

Suppose we want to generate a multipole-like expansion of the potential energy. We can insert the
Taylor expansion of the potential:

1 0%
o(x') =0 (0)+ (2'V)p+ Qxlac]a o

Now using this in the definition of U, we can go order by order:
U=U001+u® +u® 4 .
and then compute each order:
U(O ( )Qtot
A /p () 2 (9;¢0) '
~—~—
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1 2 1
v® =3 (af/@i/) ‘0 /P(ﬁ'?') [ﬂféx} - 3&]’9«“'2} d*x’
i“g

_ Qi
6 Ox;0z)

0

Using this, let us consider the situation with two dipoles, very far away from each other, both
aligned in the same direction, and with strengths d; and ds. We want to know what the mutual
force between them is. Note that, just by intuition, we know that the force must be repulsive, since
the two dipoles are aligned.

To begin, we can compute the UM term:

v = —d, - E
We have previously derived the electric field due to a dipole:
_3n(n-dy)  dy

B RS RS
From this, we have that
UY =—dy- B
B (dy-dy) R?2 —3(d; - R) (ds - R)
= 75
To compute the force, we can compute the gradient of this:
F=-VU

This gradient contains many terms, which we can compute beforehand:

v () = (%)

1 3 R
V<R3)__R4R

Putting these together, we can compute the force:

F=-VU
3

= 75 |(di-d2) R+ di (da- R) +dy(di - R)

—ﬁ(dl-R)(dg-R)R

We now note that this scales as ~ %. We can compute the component of the force along the vector
between the two dipoles, R. Discarding the terms that are perpendicular to R, we find that

3
F-

2= R (di-dy)

We see that the repulsion or attraction of the force depends on the relative orientation of the dipoles,
d; - do, as expected.
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Magnetostatics
Biot-Savart Law
From Ampere’s Law, in the static case, the magnetic field is generated by electric current:
4
VxB=-—J
c
Using the definition of the vector potential:
B=VxA
We can rewrite Ampere’s Law:
4
V(V-A)-V2A=""7J
c

In the Coulomb gauge (recalling that we can let A’ = A + V4 for any scalar function ¢, where
Vi =-V-A), V-A =0, which means that the first term is zero, so we are left with:

via- 4"
C

This has the solution”:

e 1/ J(z') dz'

c |z — /|
We can now compute the magnetic field:

B=VxA

This has the form V x (fa), which we can write out:

(V x (fa)); = eijrd; (fax)
= eijk (0;f) ar + eijif Ojan

From this, we have that
V x(fa)=fVxa+Vfxa

Applying this to the magnetic field, we can see that we will need to compute:

1
Va <|az—a:’]>

1
- $($—$,)1/2
@)
a (ac—m’)3/2

"Note that this is almost the exact same case as the scalar potential and the charge density, just with an extra factor
of c.



2.2

Hersh Kumar

PHYS611 Notes Page 27

Inserting this into our expression for B :

B=VxA
1 [J(@)xR 4
:c/md"”'

This is the expression for the magnetic field generated by a static current, and is known as the
Biot-Savart Law.

Let us now return to Ampere’s Law in the static case:
4

VxB=—J
c

Now let us take the surface integral of both sides:

§I§(V><B)-d,5'—47T
S

C
ygB-dl:MI
l C

Where [ is the total current through the region, and in the second line, we have applied Stokes
Theorem to the left side. This is the integral form of Ampere’s Law.

)

Ampere’s Law in this form is most useful for cases with symmetries, such as when we are computing
the magnetic field around a wire. If we have an infinite wire with current J, and we want to find
the magnetic field at some distance r away from the axis, we can use Ampere’s Law:

353 =T
1 C
4

9B, = N ]
C

From which we find that B, = 37{

Loop of Wire

Let us consider another common situation, the case of a circular loop of wire, with radius a, that
has current J running through it. We can define the current:

j¢:£5<0—g>5(r—a)

We can compute the total current:

a—e
I :/ Jo dordr

+e

We want to calculate the vector potential in Cartesian, so we can write the current in terms of the
Cartesian basis vectors:

J=—2jpsing + §jscos o
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Prior to beginning our computation, let us also note that

0 ()

$ @) = s

To prove this, recall that:

Now we can consider:

From this, we see that & (az) = 14 (2). If we look at the case where « is negative, we see that we
get a —1/c, meaning that we take an absolute value of « for the general relation. We can generalize
this to any function f (z) inside the delta function, and we have the previously stated result.

Using this, we can change the delta function in terms of 6:

(5(9— g) = §(cosf)sinf

We can now compute A, (r,0):

5 (cos®)sin (0")6 (r — a)

I [ d(cos®) r'"dr' d¢’
Ay (r,0) = - / o] (cos ')
We can rewrite the denominator:
o —a'| = (r® + 1" — 2rr/ COS’Y)l/2

Where v is the angle between the two vectors, » and r’. We can compute the angle between them
by writing them in Cartesian:

sin 0
r=r| 0
cos 6
sin @’ cos ¢’
r’ = |sin @' sin ¢’
cos &/

From this, we have that:

r-r

COS 7y = o

= cosfcos @ + sinfsin @’ cos (gf) — ¢’)

Now we can replace everything in our integral with angular coordinates, rather than Cartesian.
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When we are working in the x — z plane, we have that ¢ = 0, so cosy = sinf cos ¢’. We can then
write out our integral:

C

) (T 0) B ICL/ dqb' COSQb/
y (?”2 + a? — 2ar sin 0 cos ¢,)1/2

This is exactly solvable in particular cases. In the case where we are along the z axis, by symmetry,
the field must be exclusively along the z direction. The electric field in this case is then purely
radial:

1 9 }

— (A

rsin 6§ 00 ()| lo—o
1 9 / d¢’ cos ¢’ sin 0
rsin 6 0f (r2 + a2 — 2arsin 6 cos ¢/ )2 0—0

B, = |

Ia ™ d¢ cos ¢! Ia . ar cos 6 cos® ¢'d¢’
= ; 173 +—sind 373
resin® | Jo o (12 + a2 — 0) ¢ (r2 4+ a? — 2ar sin 0 cos ¢')

0

Ia® [ cos? ¢l d¢!
e (124 a2)’?
Ima? 1
¢ (r2+q2)%?
ok
(r2 + 612)3/2

Where we have defined the dipole moment:

Now moving away from exact results, we can do a long distance expansion, considering the case
where r > a. In this case, the square root in the denominator becomes r (1 — +sinf cos ¢’ ), SO we
can rewrite the integral:

L U d¢p' cos ¢’ sin 0

Y c (7"2 + a? — 2arsin 0 cos ¢/)1/2 =0

I 2m
= —C; sin 6 / d¢’ cos® ¢/
cr 0

wsin @
From this, we find that:
1 0 .
Brr = m% (Ay S 0)
24

= —cosf
r3
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1 0
By = A
0 T sin6or (rsinf4y)
_ psinf

r3

We see that a loop of current, at a large distances, takes the form of a magnetic dipole.

Finite Wire

Let us consider the current generated by a finite length of wire. Suppose we have a wire from —L
to L along the z axis, with current J. We can write down the vector potential:

1 [ Jdr
At / Jdr
c) |r—7|
If we are a distance p away from the z axis, the vector potential will be exactly along the z axis, we
will only have A,. We can replace J d®r' with Idz:

I L
:C/L

Integrals of the form:

x
/ Va2 + a?
Can be solved with the trig sub x = atan9:

dcos? 0

/wm /am

/ do
/] cosé

/ do _/ d (sin 9)
cosf 1 —sin%6
_/ dt
) 12
1 1 1
= | - |— 4+ —| dt
/2[1—t+1+t}

Multiplying by cos 6/ cos @ :

1. 1+sinf
“ 2T sing
Now looking back at our original integral, we have sin § = \/5;72700“. We also know that tand = z/a,
S0 sin @ = m :
1 22+ p2 42 g
A (p) = % In [,22_,1
¢ VPR

I VL2 +p?+ L VI2+pP-L
= —_— ln —_—_—
2c L2+ p?—L VL2 +p?2+ L
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—\/L2+p2+L]
Sl P i e

¢ |VL*+pP-L

| V1+2+1
= — In _—_—
¢ lVi+ 8 -1

For large L, this becomes:

I [2+48
Az(p):Eln 1p2
212
I 4L*
Y
c p
I
=—[In4+2InL —2Inp)
c

From this, we can find the magnetic field, which we expect to be ¢ dependent, since we expect a
toroidal field:

By = —0,A.
1
= —88 - n4+2InL —2Inp)

J
21

cp

Which matches the result from Ampere’s Law for an infinite wire.

Boundary Conditions

If we have a surface, and we look at the normal and tangential components of the electric and
magnetic field at a particular point on the surface:

AB, =
AB, =
AE, =
AE; =

For the electric field, we can make a Gaussian pillbox, and we find that the normal component must
be related to the surface charge density:

AFE, = 4o,

The tangential component can be shown to be zero, by using the fact that V x E = 0, we can show
that there cannot be a discontinuity in the electric field:

AEtZO
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For the magnetic field, we have that
V-B=0
VxB=0
Using the same argument as the normal component of the electric field, we have that
AB, =0
Since there is no magnetic charge, the right side is just zero.

For the tangential magnetic field, we can apply similar logic as the tangential electric field case:

4
AB = ""j,
C

Finite Thickness Wire

Consider an infinite wire along the z axis, with radius a, and current density J. We can compute
the vector potential:

via—_2T;
C

10 (04 __in,
pOp ”ap 7

Where we have discarded the other two directions by symmetry.

AZ:—EJpQ—i—Clnp—i—D
c

At p =0, we want C = 0, since the In 0 diverges. Thus, inside the wire:

_ D—%Jp2 p<a
¢ D'+Clnp p>a

Now computing the magnetic field:

2 J
B(z): cp p<a
& p>a

Now stitching the two of these together at p = a:

2nJa 7€
¢ a
O _27ra2J
c

Now noting that ma?J = I, we have that

2nJp
<a
B¢:{ e P

27
cp p>a

We see that the result outside of the wire matches the infinitely thin wire case.
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Hydrogen Atom
Consider the current density:
Jp = Jore "% sin 6

This is the current generated by the |n,l,m) = |2,1, m) state of the hydrogen atom. We can look
at the vector potential in the ¢ direction, which will generate our B, and By. We can look at the
Laplacian:

1 d2 " 19 ( 1 9

a9t g \sing a0

. 47
rsinf 00 (sin 0A¢)) N _?J(b

We posit a solution to this equation of the form Ay = S%G f(r). We are essentially saying that we
expect this to behave like a dipole from far away, and the short-range behavior is encoded in f (7).
Inserting this back into the diffeq:

LE (1) Ty T

rdr2 \r r3r
f/l 2fl 47T r/a
2 a =
d (f/> 47T _/
S A A r/a
dr \r2 ¢ ore

Integrating both sides and solving for f (r) :
4
f(r)= —lJoaQe_T/“ [r3 + dar® + 8a’r + 8a3] + Kir® + Ko
c

Discarding the K term, since that generates a constant field at co, which we don’t want, we are
left with:

4
Ay = —%Jg sin fa® [e‘r/a {

r3 + dar? + 8a?r? + 8a3} . K2:|
2

r r2

Now noting that at » = 0, we see that we scale as®:

8a® K
r2 r2
In order to stop this from diverging at r = 0, we need K, = —8a®. We see that we have used two

boundary conditions, Ay — 0 as r — oo, and Ay — const. as r — 0. We then have the solution:

4
A¢ = —ij() sin 0(12
C

—r/a r3 + 4ar? + 8a?r? + 8a® 8a?
e _2

r2 r2
At r — oo, the exponential term drops out, so the scaling is as:

327.Jpa’ sin @
cr?

Ay~

r

SThis is done by Taylor expanding the exponential, e~/ = 1 — r/a, and then multiplying through and noting that
the 1/r terms drop out, and we can just match the 1/r? terms.
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Derivation of Hydrogen Current

In classical physics, when we discuss current, we think of J = ev. However, in quantum
mechanics, we have the analogue:

Jg=P
m

Where p = —thV. We can then consider expectation values:
eh , . N
(Y|J]y) = - (V" 0p — PIY™)

If we insert the eigenstates [1,;,,) of Hydrogen, we will get the aforementioned current for
Hydrogen, based on the particular choice of n,l, and m.

2.7 Multipole Expansion of the Vector Potential

We have the solution to the governing equation for magnetostatics, V2A = —47“J :
1 [J(r) d>r
A= [T
c lr — /|

We can look at this in the » — oo limit:
11

cr {/J(T/) d3r,} +%rl3 {/J(T/) (r, ') &Pr'| + ...

This second term is the magnetic dipole term. Note that the first term is zero, there are no magnetic
monopoles. To prove this, note that we can express a component of the current in the k direction as:
Jp =V (rgJ)
= 0; (rxJi)
= Opidi + ri0iJ;
= Ji

Where we note that the second term is the divergence of J, which, in a time-independent system, is
zero. Inserting this into our expression for the monopole term:

/ V (riJ) d®r = 565 (reJ) dS

As we take r — oo, this right side must be zero since we assume a localized current, and we can
push the bounds out to infinity, making the integral zero, and thus the overall magnetic monopole
term is zero.

For the second term, we can write it out in components:

1 [ Jyrpr) r
1 k; L 3y — 713 Tt dPr!
c r cr

|

Ty
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We define this integral as Ty;. Now let us state two relations:

! / /
Elki (7" X J) = Tle — Tle

%

\%4 (TET;CJ) = TéJk + T;CJl

Essentially, we will decompose the tensor into a symmetric and antisymmetric terms?, which are a
gradient and a vector product respectively. Writing out the decomposition:

Tt = 3 (sl ) 3 (i — 110)

V’(r{r;J) erki(rxJ),

1
2

From this, we have that:

T = ;/d3r’ (V' (riried) + e (r x J),]

Now taking a step back and proving these relations'’, let us take the components of the gradient
relation:

81' (T{T;Jl) = Z'ZT%JZ‘ + T{(sliz
= rpJ; + ]

Thus we can rewrite our tensor T, and write out Ay:

1 d3r’ T

Ak = 2/5lki (T'/ X J)iTrS

Note that the gradient term must go to zero, by the same argument we used to rule out magnetic
monopoles. Now noting that we can rewrite this as a vector product:

A — (m x 1),

r3

Where we have defined m as:

This is the magnetic moment of a dipole.

Consider a cloud of charges, each of which has the same ratio of charge to mass:

€a e

Mg M

We can compute the magnetic dipole moment of the ensemble:

1
m=— Z €aTx Vg
2c -

9Helmholtz decomposition.
He only proved one of them.
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Where we have implicitly used the fact that J, = e,v,. Now noting that r x v takes the form of
angular momentum:

1
m = —Zearxfua
2c p

e
= Tq X Pa
2me -

(&

 2me

Thus we see a fundamental relation between the total angular momentum and the magnetic dipole
moment. In quantum mechanics, the relation between the spin and magnetic moment of a single
electron is given by the Bohr magneton:

_eh
KB = 2mec

Now let us consider the magnetic field of a magnetic dipole. We need to compute the curl:
B=VxA
Inserting the dipole vector potential, and looking at a particular component:

EklmMMUTm

= (8udjm — 6imd;1) 0 (%)
=0n (%5") - a (%)
=m;Om (%) — o, (7%)

0; 3rir 4n
83 il il 3
= 4mm;6° (r) —my <r3 ~ 5 + 3 0 (r))

Where we have used the fact that

on () =00 ;)

0o 3rarg AT 3
- ?“3 T5 +?6aﬁ5 (’T’)

The third term is required in order to account for the case where o = 3, where we know that the
Laplacian of 1/r is —4md3 (r).

From our component of B, we have that

m 3r(m,r) 81
B = _7"73 T + ?md (’l“)
Which is the magnetic field generated by a magnetic dipole.

Now consider a sphere of radius R that is uniformly magnetized, there is a uniform magnetic field
inside the sphere. We want to find the magnetic field outside of the sphere. Our first guess is to say
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that the magnetic field outside is dipolar. To check this, let us consider the boundary conditions on
the magnetic field inside and outside. The normal component of the magnetic field, B,, must be
continuous. Inside the sphere, we have B, = By cos#, and outside we expect it to match the dipole
radial component:

_ 2mcos?t

B, =
s T3

Now matching these components at the surface of the sphere:

2 0
Bycost = %
2m
Po="Ts
ByR?
m =
2

We see that we can relate the strength of the interior magnetic field to the exterior magnetic field.
We can compute the integral of the field over the volume over a sphere centered around the origin:

We see that there is no R dependence for the total magnetic field, if we fix m, then shrinking R
increases the strength of the magnetic field:

Now if we look at the dipole field integrated over a volume:
8 8
/ [Bd (r)+ §m5 (r)| d®r =0+ %m

We can think of the delta function term as being generated by shrinking the radius of the sphere
to be smaller and smaller, while holding the total magnetic field integrated over the volume to be
finite.

In the electrostatics case, we compute the electric force via:

/ p (') E (') d*r'
Where we consider the force qF, for all charges.

By analogy, we define the magnetic force:

Fp = 1/J(r/) x B (r’) &3’

Cc
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We can think of this as looking at the Lorentz force due to every charge:
e
Z -v, X B
—~c

Which, when we look at infinitesimal charges, gives us the integral of the cross product J x B.

Consider two wires, with currents J; and Jo. Each generates its own magnetic field, which affects
the other wire. We want to find the force of the magnetic field caused by J; acting on the current
Js.

We can apply the formula for the magnetic field of current Jj :

1/d3r/J1(r’)><(r—r’)
B == -
: |

The force due to this field on the second current is:
1 J / _ al
B = L [ gty D00 s,
c? lr — /|

_ 612// Ji(r')(J2-(r=r") —(r—7)(J2- J1) B Pr!

=

Where we have used the identity for the vector product a x b x c:
axbxc=b(a,c)—c(a,b)

Now let us consider the integral:

T

[

v

Looking at div( I ) :

=

V‘<JQ,’>:J2‘V<’ 1 >+V.J2

lr—r r—r| |r —7/|

Using this to rewrite our integral:

e <’2 _(r‘— Dy~ [v. (2 o
=0

Where we have used the fact that the integral of a divergence is zero. This leaves our force integral
as:

@ 1 (r—1') 3., 13



Hersh Kumar

PHYS611 Notes Page 39

Note that if the two currents are in the same direction, this is an attractive force, parallel currents
attract. We can also note the similarity of the electric force between two charge densities:

//’ P1P2d3 d*r’

Except that the magnetic force is scaled by a factor of the ratio of (v/c)?:
v\ 2
Fs| = (%) Fal
c
Let us consider the force due to a uniform magnetic field. In this case, the force is given by:

F:I/dleg

Let us expand our magnetic field around a center point r:
B(r')=B(r)+ (r'V)B+...

We are saying that our magnetic field is roughly uniform for the length scale of our current
distribution. Writing out the force:

ol / d*r' iy (1101) B

c

We can look at a subsection of the integrand:

1
/dgT/ J]JZ = _25kli/d3T/ (r' X J)i
1

= —§€klimz‘0

Inserting this into our original integral:

1
E = - /d3r’ 5ipk<]p (rf@l) Bk

C

_sipksplsmsalBk
= (5il6kzs - 6i35kl) msalBk
= my0; By, — m;0y By,

From this, we note that the second term has a 0y B}, which is the divergence of B, which is zero,
thus we have that

F = mkVBk
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In the case where m is a constant, one can show that this reduces to

F=V(m-B)
This is the force acting on a current distribution J, generated by a uniform magnetic field B.
If we apply a vector calculus identity:

F=V(m-B)
=mx (VxB)+Bx (Vxm)+ (mV)B+ (BV)m

If we apply Ampere’s Law, V x B = %J , which, in this region, means that V x B = 0, and noting
that Vm = 0 since we assumed that m is constant, so we are left with

F=(mV)B

Note that if we are working in the region where V x B = 0, we can use an analagous definition to
the electrostatic scalar potential:

B=-Vy

Which we can then plug into the definition of F' and we have another way of deriving F' = (mV) B.
We can also define a potential:

F=-VV

Where V = —m - B.
We can also define the work done by the magnetic force:
—dW = F -dr
~—_——

dBy,
= mkdBk

From this, we can determine the total work:

W:—/mdB

Consider a magnetic field sourced close to the z-axis in cylindrical, with no ¢ dependence. If we
are far from the source current, again V x B = 0, so we have that B = —V1. We can look at
Laplace’s equation:

V=0
Which we can write out in cylindrical coordinates:

18(@) Py

pop \Pap) T2 =0
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If we are close to the axis (small p), we can assume we have a power expansion:
Y= Z an (2) p"
n

Inserting this into Laplace’s equation:

Z ann’p" 2 + Z an () p" =0
n

n

We can expand out the first few terms in the first summation:

a
Zan (2) n?pt? = ;1 + 4as +9azp + ...
n

And we can expand out the second summation:

d_an(2)p" = ag +ajp+azp’ + ...
n

Thus we have:

a
?1+4a2+9a3p—|—~-—l—ag—i—a’l’p—i—a'Q’pQ—i—...:O

At the axis, the potential will be 1 = ag (z), which means that B, (z,p = 0) = —ag, (2). If we are
not at the axis, we have to cancel out the 1/p term, so a; = 0. We will see that all even coefficients,
ask, will be dependent only on ag, and we have the general relation:

[ak+2 (k+2)%+ ag] P =0

From the v expansion, we can determine the field B to any power of p, close to the axis, by taking
the negative gradient of the potential. For the lowest order expansion:

B. (2) = —ap ()

If we look at higher orders:

2
Bz(p,z):Bz(z)—%B;'+...

Magnetic Torque Equation

Consider the quantity M :

1
M:/d3rr><J><B
C

Now noting the relation between the magnetic moment and the angular momentum, we have
m = v L, we see that

L=~LxB
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We can see that the magnitude of L does not change, but the direction changes. This gives us the
Larmor precession:

L=QxL
Where Q@ = vB.

What does the J x B force do to distributions of current inside magnetic fields? We can look at
the form of the force:

leB:%(VxBxB)
c

7

1 B?
(e
47 LV,)_/ v 2
mag. tension N—

mag. pressure

The magnetic tension term wants to “straighten” out the magnetic field lines, and this is counteracted
by the magnetic pressure term.

Looking at a specific case, recall the thick wire, which generated a toroidal magnetic field:

21
B¢ = {0’22)7 p < a
21

aa P >a
From this (since J = 0 outside of the wire), we see that the tension and pressure effects cancel each
other out exactly outside of current sources. Inside the wire, we can look at the two terms of the
force:

1
Ftension — 77_(_ (BV) B
1 B2,
=,
1
Fressure = ——V (B3
pressure 87T ( ¢>)
__0 (B
 Op \ 8« P
2
o
4mp
We see that both forces work together, to squeeze the wire. If we have some resisting pressure P,
which provides force F' = —V P, we can generate the equilibrium condition:
0 B?
a—p (P + g) = const.

If we are in the special case where J = aB, we have what is known as a force-free state, where
J x B = 0. An example of a force-free state is the corona of the sun. These are also known as
Taylor states'!.

"'Not the Taylor of Taylor series fame.
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3 Electromagnetic Waves
3.1 Wave Equations

We now move to electromagnetic waves, for which we must rewrite Maxwell’s equations in their
time-dependent forms, with no sources:

VxE:—la—B
c Ot
Vszla—E
c Ot

And in a vacuum, we have the initial conditions of the other two Maxwell’s equations:

V-E=V-B=0

Now let us take the curl of both sides of the first equation:

10
VXxVxE=--—(VxB
v cat( x B)
1 9°E
V(V-E)-V’E 2o

From this, we have the wave equation for the electric field:

Working in the Lorenz gauge'?, where V - A + %%ﬁ = (0, we can rewrite Maxwell’s equations in
terms of the potentials:

V><(V><A):18<—V _18A)

c ot c ot
10¢ 1 0%A
CA)—V2ZA = (_> =
V(V-4)-v v c Ot c2 ot?
1 a¢> 5 1 9%A
AL g2A e o2
v <V + c ot v c2 ot?
0
This leads to two uncoupled wave equations:
1 9%°A
2A o
v 2 ot? 0
1 0%¢
2 —_—— Y =
Ve c2 ot? 0

12This choice of gauge is made more clear when working in 4-dimensional notation, where we are stating that the
4-derivative of A, is zero.
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Looking at the A wave equation, consider solutions of the form:
A(r,t)=u(r,t)S
Where S is some constant vector. Inserting this, we find an equation in terms of u:

1 9%u

v, - 2
c? Ot?

=0

Once we have A, we can use the gauge condition to find ¢:

9o

a = —CV . A
= —c0; (uS’)
= —cS’&iu

Which we can integrate to find ¢:

¢
¢ = cS-/ dt' Vu (r,t)
—00
If u satisfies its own wave equation, then we generate a ¢ that solves a wave equation.

Method of Characteristics

Consider waves propagating in one direction (which is allowed in the vacuum, since no directions
are consider special). In this formalism, the wave equation takes the form:

Pw  Pwl
022 0Ot 2
Note that the second order differential operators can be decomposed into two first order differentials:
Pw Pwl <ﬁ+1§> (2_1ﬁ>w
022 ot2 2 \0z cot) \oz cot

Using this, we can rewrite our wave equation as:
(2,12)(2 10y, ,
0z c¢cOt/ \0z coOt N
Now consider a change of variables, £ = z + c¢t, and nn = z — ct. Applying the chain rule:

o 90: 0ot

9~ 0206 Ol oE
0 0 0z 0 Ot

oy~ 9z0n  oton

To find these derivatives, we note that z = % (E+n), and ct = % (¢ —n). From this, we can rewrite

our chain rules:
0 _1(0 10)
06 2\9z  cot
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3_1<3_13)
on  2\0t cot

Now noting that our original decomposition of the wave equation reduces to:

d*w

ocon "

From this, we see that any function of only 7, or a function of only &, are solutions to this equation:

w=f()+gn)

Intuitively, this makes sense, £ and 71 describe waves moving to a particular direction, either left
or right. An example of a solution would be sin7, or rather sin (z — ct), which is a rightwards
travelling wave. Another solution would be sin & = sin (z + ct), a leftwards travelling wave. Note
that the waves are travelling at the speed of light. The functions f and g can be anything, they
are dependent on the initial conditions for the wave equation. Also note that this means that the
form of the wave remains constant, it simply moves in a direction as a function of time. The lines
& =z+ ct and n = z — ¢t are known as the characteristics of our wave equation.

Transverse EM Waves

Suppose we have a wave travelling in the z direction. We want to find E (z,¢) and B (z,t). To begin,
we first convince ourselves that E, = 0. To derive this, we begin with the divergence condition:

V-E=0
oF,
0z 0
We also have Ampere’s Law:
1 6E>
27— B
(c ot /, (V> B),

= 0,By — 0,8,
=0

Where we have used the fact that the partials in directions other than z of the magnetic field must
be zero, the wave is propagating only along the z. Thus we have that
oF, _0
ot

The electric field in the z direction must be constant in space and constant in time, meaning that it
is a global constant. If we assume that the electric field at oo is zero, then we can set E, = 0. From
this, we have two solutions:

E.=f1(z—ct)
E_=g, (z+ct)

Where the perpendicular denotes that the vector functions f; and g, do not have z components,
k- E = 0. This is the definition of a transverse electromagnetic mode (TEM).
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Plane waves take the form of Ae?*7, and if we take the divergence of this:

(V- (Ae®7)) =0, (Aeikir:)
= ATk,
From this, we have that
V- (Ae*T) =i (k- Ae™T)
By Gauss’s Law, this must be equal to 47 py:
i (k- Ey) = 4mpy

Where pg, is the Fourier component of the charge density in the k direction.

We have the two possible electric field propagating solutions, now what does the B field solution
look like? Looking at the relation between B and E:

c Ot

If we assume that B takes the form ei(k7—1t)

B, =i(k x Ey)
C
Bk = ék X Ek

Looking at this in components:

eijlaj (Blei(kmrm—wt)) _ eilel aj (ez’(kmrm—wt))

o6~ (kmrm =)

= eilelikj eilkmrm—wt)

=1i(k x B)

From this, we have that B is perpendicular to E, as well as the direction of propagation. Another
consequence is that |B| = |E|.

We can also derive the perpendicularity of the B field by starting with the electric field solutions,
in the general case, not assuming that they are plane waves. Once again applying the induction
equation:

10B

-—=-VxE
c Ot X

We suppose that we have two solutions, By and B_ :

0
10
P vt 0] x fi(z1)
9z
. o Of1

Not quite s
what he wa
doing here.



Hersh Kumar

PHYS611 Notes Page 47

10
c ot

From these, we have that

This entire process is direction agnostic in the vacuum case, we can always define a direction of
propagation:

E=E, (k-r—ickt)
B=kxF

We can also define the phase and group speeds. Phase speed is defined as:
o= (k- -r—kct)

Using this, we can define how surfaces of constant phase are moving. In this case, these surfaces are
planes, since ¢ is defined by a linear equation in multiple coordinates. The plane is orthogonal to
the vector k, and if we look at how it is moving, it will remain perpendicular to k and moves at the
phase speed:

Uphase = ék

=~ &

In the vacuum case:

VUphase = C

The phase speed is not a physical speed, it is the velocity of a plane of constant phase, and it can in
fact be faster than the speed of light, since no physical objects are actually moving faster than the
speed of light.

How does the energy in the plane waves depend on the amplitude of the wave itself? We can define
the energy density:

1
_ _(E-E+B-B
Uem 87r( + )
1
= —|E.)?
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We can define a Poynting flux S, which defines how the electromagnetic energy is propagating
through space:

c
S=—FxB
47
C 2 A
= —|F
47r| Ll” e
= cUgmé,

And this satisfies the continuity equation:

OUgm
ot

We can also define g, the momentum of the wave:

S

2

UM .
C

+V-S=0

g:

We see that we recover the expected relation, & = pc.

Polarization
Now let us consider the polarization of this system. To recap, we have monochromatic plane waves:
E(r,t) = £ eilkr—wh)

Where w = kc. We discussed the energy density of the wave:

Upm = 8i7r [[ReE]2 + [ReB]z}

If we average the energy over a wave period:

Upm = (Upm),
el oen)

In these units, the two terms are the same:

2 1 )
- " (E+E
Uem 87r4<( + E%)7)

1
= — (2EE")
167

1 2
= —|&
87r|L|

Where we have used the fact that the average of (E + E*)2 over a period vanishes except for the
cross term, where the exponentials vanish.

Now let us attempt to look at the geometry of the field in the plane orthogonal to the direction of
propagation (k). We can decompose vectors in this plane in terms of é; and é; :

E = (5161 + 52@2) ei(k~r—wt)
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We can consider £ and & as complex numbers:
£1= A" & = Be
From these, we can write down the real part of the wave:

ReE = Acos (¢ + 1) é1 + Bcos (¢ + 02) é2

Where we have denoted ¢ = k - r — wt.

As we evolve in t, the field remains in this plane, but this vector will move around. What we want
to do is look at the shape that this vector traces out over time.

Consider the expressions:

% sin dg — % sind; = cos (¢ + 01) sin dy — cos (¢ + d2) sin 01
= sin (dg — d1) cos ¢
Eq

E . .
— cos 09 — §2 cos d1 = sin (d2 — d1) sin @

If we square these two and add them together, we find the equation:

E1)2 <E2>2 E1 By .
(A + i QABc085—51n5

Where we have defined a relative phase § = do — §;. We can now see that if cosd = 0, then we have
exactly the equation of an ellipse. If § # §, we can just shift our axes and we will have a rotated
ellipse.

From this, we see that we can classify the polarizations based on . If § = ma for m € Z, then the
sin?§ = 0, and the cos§ = %1, so we have the ellipse reducing to a line:

ReE = (Aé; + Bés) cos (¢ + 1)

The trajectory of the field in the plane will oscillate back and forth along the same direction, which
we denote as linear polarization.

We can also define circular polarization, where § = ™ where m = 1,3,..., where A = B = &

2 ’
we have the electric field moving in a circle around the plane. We can define two subpolarizations\/iﬁn
this case, where we are rotating either clockwise or counterclockwise in the plane. These denote
Left-handed Circular Polarization (LCP), and Right-Handed Circular Polarization (RHCP)'®. The
choice of the label depends on the perspective, whether we are looking at the tail of the wave as it

propagates or if the wave is moving directly towards us.

We can generalize the polarization using 4 parameters, generally denoted I,Q,U and V. [ is
the total intensity, and V' denotes the amount of circular polarization (the sign of V' denotes the
handed-ness of the circular polarization). U and V denote the two independent linear modes of
polarization. We can relate the intensity to the other 3 parameters:

P> +U+V?

3Red Hot Chili Peppers?!
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In the cases that we have previously considered (perfectly polarizated emission):

I=A%+B?
Q:A2—B2
U =2ABcosé
V =2ABsiné

In the linearly polarized case we considered, § = mm, we have that
V=0
Q#0
U#0

For the circular case, where § = "%, m =1,3,...

V =+AB
U=0
Q=0

These are the Stokes parameters for the different cases of perfectly polarized emission in a plane.

Radiation

We want to find the general formula for the electromagnetic field generated by a moving charge. To
do this, we introduce the concept of retarded potentials. We are introducing a source to Maxwell’s
equations:

1 9°A 4
VZ2A- - =-——
c2 ot? c
1 0%¢
2 _
T T
Where we are again working in the Lorenz gauge:
10¢
V- A+-—=0
+ c Ot

In the case of a single charge, our charge density is given by
p=rc(t)3(R)

Where R is the location of the charge. Away from the point where the charge is, we have the same
scalar potential, with charge density being zero:

- 10%

2 o2

If we think about the frame in which we are moving with the charge, we expect that we should have
spherical symmetry with respect to R. We can thus replace V2¢ with the spherically symmetric
Laplacian:

19 (328—"5> 16%
R2OR

or) @or "
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Now we can show that we can remove the R dependence by substituting in a new function ¢ = X(g’t).

We can first compute the derivatives of ¢:

From which we can find

— RX//
Thus we have that our equation turns into:
P 1o
OR? 2 Ot?

This is something that we have solved previously:

- By en )

From which we can divide by R to obtain the solution for ¢.

Which of these two solutions should we keep? First, note that the function f; depends on the state
of charge that existed at time ¢ — %, which is in the past. This is causal, at some time ¢, we have to
wait for the information to propagate (at the speed of light) to us. Thus we pick the f; (t — %)
potential, it describes something that has happened at a previous ¢ affecting us at a later ¢. This is
known as the retarded potential.

Also note that in the asymptotic limit where R — 0, we know that x = e (t), since we need to
recover the charge distribution at the point charge itself. From this, we have that

=)

=" g

Just like we did when moving from point charge potentials to continuous charge distributions, we
can move from a moving point charge to a moving charge distribution p:

1
¢>=/,p(r’,t—R) ' + go
"r'—'r‘ (&
R

This gives us the potential for the electromagnetic wave generated by any time-dependent charge
density.

Similarly, we can compute the vector potential:
1 1 R
A= /J (r’,t— ) dr' + A
c) |r—7| c

While this may seem simple, these integrals are very computationally difficult. We will first look at
the case where

p(r,t)=qd(r—rmro(t))
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Where we have a point charge moving on the trajectory 7 (t).

In practice, we find that ¢t — % is a difficult quantity to work with. Instead, we introduce a second
integral, over t’, and then insert a delta function to select the correct value:

/ o
t)Z/dgr’/dt'p(r’t)cS(t'—t—l—’r r’)
|r — 7| c

Where, as usual, 7" are the locations of the charges in the charge distribution. Inserting our definition

¢ (r,1) —q/dt/d3’ |r—r’(’t/))5<t/_t+‘r_crl|)

If we integrate over the 7’ first, which gets rid of the delta function on r’:

¢ (r,1) :q/dtllr—rlo(t’)\é <t’—t+|’“_’;0(t/)|>

Now applying a property of the delta function:

1
d(f(x)) dox =
/ A |f/ (ﬂ?)’ |zeros

From this, we can compute the zeros of the argument to the delta function:

of p:

. |T —To (tzero)|
C

tyero = 1

To do this, let us denote the argument as the function g (¢'):

_ /
g(t/):t/—t—i—‘r ro (t)]

Computing the derivative with respect to t':

S LD

12v(t) - R(t)

2 R(t)
=1-8(t)
Where we have used the fact that
d dR
—_ 27 .
dt’ (R-R) = dt/ R

=—2v () R ()
And we have defined 8 (t') = 2. If we also define a direction vector 7 (t') = IR{EE'?’ we can write our
potential as:

¢(r1) = [r =m0 ()] [1 =B () -2 ()|
5 t/:tzero
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This second term D is known as the Doppler factor. Consider a frequency w’ that is the result of a
Doppler shift given by k and v :

W =ywxk-v)
=y (l+p-n)
We see that we have the same functional form, hence the term Doppler factor.

Also note that if we have a velocity less than ¢, there is only one root t,.,, which makes sense by
causality.

We can follow a similar process for the vector potential, and we will find that:

A(rt)= % [%D} t'=tero

These are the Liénard-Wiechert potentials.

Now from these potentials, we can find the electric and magnetic fields:

To begin, let us do some preliminary computations. To begin, we want to compute (noting that for
ease of computation, we use ¢’ and t,eo interchangeably):

OR _ ORI
ot ot ot
G, ot’
=55 VE-R) 5
__Rwor
R ot

If we differentiate the definition of ¢,.., with respect to t:

o _ | oR1
ot ot ¢

Solving this for % and inserting it into the expression that we had before:

R-vot (1 8t’>

TR ot U o
o _ 1
ot 1-8-n
We can then write out %—If :
OR
S = (8D
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and also compute the gradient of R:

Hersh Kumar

OR
VR(r,t')=n+—Vt
( ) ) n+ ot
Now looking at the gradient of ¢':
, 1
V' =—--VR
c
Inserting this into our previous expression:

—-VR
ot c

OR 1
vR=i+ o0 (1vR)
Inserting the previously computed %, we find that

R
Vit = —
c(R—£2)
_ n
N c(l—n-pB)
7
R:
v 1-n-8
We can also find that

o 1
o 1-—n-pB

Page 54

This represents the effect of special relativity, the clock of the moving particle varies when compared
to the clock of an observer that is far away.

Now that we have the required derivatives, we can write out the electric field:

E:—th—l%

c Ot
Looking at V¢:

R-B-R

vooov (L)

edte |
_ - V(B R
R2(1-B-n)* L1—n- (5 B)

Looking at this last term:

OR; 9t  OR, ap; ot'
9; (BiR;) = Bj [ o 9, 3%]} +Rj67t’]872-

Looking at % :

ORj _ 0 (l‘j — T‘O,j (t/))
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=6,

We also note that a}:,j

0

= —c(n - B). Thus we have that

i n 1
0; (BiRj) = Bi + JTﬂBQ + (R B) <—%> -7 8

If we now insert this back into the expression for V¢:

1 i BBY sna
VO TR A Ay Hl o ) o nﬁ)]

Now we can compute the derivative of the vector potential:

10A qa< A8 )
cdt ¢t \R(1L—n-p)

-t (ms)

_q B d o o LB
“er(-apra BT RG A B

Doing out this time derivative:

d o 1 A > g
a BRB) =15 [—ci-B+cp?— B R

Which leaves us with

104 _B(F—ch-B-BR)  4p
cot  cR2(1-n-B)° cR(1—i B)°
Now putting this all together:
10A
E==Vo="%
0 g1 BB o B
S R2(1-a-p) [(" 6)<1 g )1 cR(1—n-p)

q (1_52)(ﬁ'ﬂ)+ q

R (1-n-B)° cR

1-a-B8)°  (1-#n-B)>

(B-7) (- B) 3 ]

The first term is a static field, and is enhanced in the direction of motion. If 8 is constant, the field
scales as 1/R?, with just the static field. However, if B is not constant, the second term will give us

a non-zero Poynting flux, and we will have radiation. This matches our intuition, an accelerating
charge produces radiation.

If we look at the second term, which we will denote Eave:

=1 [(Ba)a-B)—B(1—n-
Ewave—cR(l_ﬁ_B)g[(ﬂ Y —B)—B(1—n-B)
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The magnetic field will be given by:

B=VxA
= fyet - B
Where 1 = %, evaluated at tyet.
Also note that we have done no approximations here, everything is exact.

Could we think of an easier way of deriving the static electric field? We can compute Fgtatic by
Lorentz transforming the electric field of a static particle.

If we want to find the total radiation, we need to integrate the Poynting flux. The Poynting vector
is given by:

c
S=—FxB
47 %
c ~
_EEgvave
¢ ¢ [ax@-p)xp]"
= — 0
A1 2 R? (1—n- ,8)3

If we want the flux through a sphere of radius R:

AU N
g~ (S0

2 [ x -8 % 4]’

dme  (1-n-B)°

This is in the frame of an observer far away. To get the radiation in a frame that is close to the
particle (but not the particle itself, it’s off by a factor of ), we need

dU  dt dU
d'dQ ~ dt’ dtdQ
A A 2 2
¢ [nx (7 —B) X,B}
Cdme (1-a-p)

Which is what is traditionally denoted the power, P. Note that U here is the integral of the energy
density Ugn, the total energy.

Now let us consider the case where the velocity is very small, 8 < 1. In this case, we can drop 3,
but not 3, so we have that

dU 7

_ Ao 2
G0~ dp M x X al

Where a = ‘C%’ = c%. Note that % = %, since we are in the non-relativistic regime.
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Suppose we are accelerating in the z direction, and our 7 makes some angle 8 from the z axis. In
this case, we have that

au q2 9 . 9
oo L

Doing out a solid angle integral:

d 2.2
dflt] = % //sin2 6d (cos 0) do
s

_q2a22 (4)
T ame " 3

_2(]2&2
3 3

This is the non-relativistic total power formula. If we note that we have something that looks like a

dipole, qa = ¢ |#| = d, we have that
2
a _ald
dt 3 ¢3
‘Which is known as the Larmor formula.

In the relativistic case, the Doppler factor makes the radiation sensitive to the relative direction of
the velocity and the acceleration. Let us first consider the case where a is along 8. This is known
as Bremsstrahlung or breaking radiation. In this case, we have that

a q° ¢?sin? 6
dt'dQ — 4mcd (1 — Beosh)®

For low velocities, the radiation is perpendicular to the direction of motion, but as the particle gets
faster and faster, we see two lobes start to point in the direction of the motion. We can Taylor
expand the Doppler factor:

14 ~26?

(1 —pBcosh) ~ 52

Which gives us the asymptotic expression:

au 87q2 a’sin?6 4,
i~ 7 (14262
‘Which we can relate to a constant C:
au 87q2 a’sin?0 |,
i~ 73 (14262
92
(1+0%92)°

~
~

We see that the width between the two lobes is comparable to %, and the locations of the beams

1
are at Opax = iﬂ-
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Consider the frame of the moving charge, where it sees itself to be at rest. In this case, the beam is
perpendicular, § = 5. We can Lorentz transform into the frame of an observer. In the frame of the
particle, we have a wave given by (k’,w’), and in the lab frame we have (k,w).

In the case where the acceleration a is parallel to the velocity 3, we see that the for low velocity,
the Doppler factor in the expression for the power is less important, and the two lobes of radiation
are perpendicular to the direction of motion. If we start to approach 8 ~ 1, our Doppler factor
becomes more important, and the lobes tilt to point in the direction of the velocity and acceleration,

and the emission is concentrated within the region subtended by the angle 0.5 ~ %

We can also think having a lab frame, with wavevector k and frequency w, and then the frame
of a moving charge (k’,w’). In the moving charge frame, the interesting behavior is when we
are perpendicular to the motion of the charged particle. We can think the the Lorentz boost
transformation between these two frames.

The motion perpendicular to the velocity does not change:
ki =k
However, the parallel components are transformed:
OJ/
k” =7 (k‘/‘ +ﬁ?>

We are interested in the angle of the photon with respect to the direction of the velocity of the
charged particle in the lab frame, which we denote 6. This is defined in the lab frame:

cotf = I

(K +8%)
Ky

Now noting that k"‘ =k cos®', and k', = k'sin¢’, and w’ = ck’, we have that

cotf =y [cot@’ + ,’8 }
sin ¢/
This is what is known as relativistic aberration, and describes the change in the angle of the photon
propagation based on the frame. In particular, we are interested in the case where 6’ ~ 7, so the
cot ' is very small, so we have that cot f ~ ~3, which inverted gives us:

1

tanf ~ —
By
1
~

~
~

which is the same result we derived previously.

Now let us consider the case where the particle was moving along the z axis, and then experienced
acceleration in the x direction. In this case, the acceleration is perpendicular to the velocity. A
simple example of this is an electron in a magnetic field.
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We can use the general formula for the angular distribution of the power:

dP 7 nx(n—ﬂ)xB

dQ ~ 4dre  (1—-n.B)

We can now apply this to the case where the acceleration is perpendicular to the velocity. We can
decompose the vector n in spherical:

sin 6 cos ¢
n = | sinfsin¢
cos 6
We also have 8 and a :
0 ) a
B=10 a=cB=10
B 0

Now we can compute the angular power, where we denote the double vector product as A. If we do
the product out:

|A)? = (1 — Bcos0)? +sin’ 0 cos? ¢ (8% —1)
Inserting this into the angular power expression:

dP q*a? 1 1 sin? @ cos® ¢

dQ ~ 4n2c3 (1 —Bcosh)? 72 (1 — Bcosh)?

Note that at 8 = 0, along the direction of the motion, we have maximized power being radiated,
and again, most of the power is radiated in a 6 ~ % cone, with respect to the particle motion. This
means that if the observer is stationary, they will see pulses of radiation, when the beam cone is
directed towards the observer. If v > 1, this is known as synchrotron radiation, and if v ~ 1, it is
known as cyclotron radiation.

If we integrate the power over the sphere, we get the total power output:

T 27 dP
P = —sinfdf d
/0 /0 70 sin ¢

This is difficult to compute, so instead, we can transform into a frame where the motion is
subrelativistic, in which case the difference between the acceleration being in the direction of motion
or across the direction of motion becomes negligible. We can then boost back to the original,
relativistic frame, and it turns out that the power is invariant across frames.

We again have two frames. In the frame with wavevector &, the particle is at rest, and in the frame
with wavevector k, the particle is moving relativistically. If we want the power in the relativistic
frame, and then we transform the time and energy into the non-relativistic frame:

_AE
At
_ Y(AE +wv - dp')
B ’y(dt’—i-v-d%)

P
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Where we have defined the 4-vector that transforms'* for the energy as (F,p). We also note that
the particle is at rest in the primed frame, so dr’ = 0:

P v (dE' +v - dp’)
~dt!

We can also note that the particle is not losing momentum, the power radiation is symmetric, we
are only losing energy. In that case, dp’ = 0, so we have that

/
p_ YydE
~ydt!

= Pl

We see that the power is invariant under the Lorentz frame change. Note that this is only true if we
are considering the power over the entire sphere.

Thus we can look at the non-relativistic power formula:

|2

Now we only need to find the acceleration in the non-relativistic frame.

In the lab frame, we have a Lorentz force generating acceleration:
v
e (— X B)
c
But in the shifted frame, we have
e(E’—i—,BXB) =eF’
Now applying Newton’s Second Law, since we are in a non-relativistic frame:

mi = eE'

From this, we can compute our dipole moment:
o2
d] = i

2 |E|

2
=e 3

m
Now using the Lorentz transformation of the electric field to find E’:
E =~ (E + % X B)
=7(Bx B)
We can put this all together to get the power, which is the same in both frames:

P=F

“We will be using the (+ — ——) metric.
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9 4

303m27 |8 x B

This is the total power radiated by a charge accelerating perpendicular to the direction of motion.

Note that formally, we did not subtract out the momentum and energy generated by the radiation
itself. This is known as the radiation reaction force. If we increase the force of the field, we can
generate a radiation reaction force that is comparable to to the force of the field itself. This occurs
whe the field strength reaches some critical value, Be;:

e
Bey ~ —

cl

Where rq ~ m6202 ~ 10713 ¢cm. This is where classical electrodynamics begins to break down.
Another way of thinking about this is that quantum effects begin to take effect when the energy of
the emitted photon is comparable to the rest mass:

hwp ~ mec?

This is where we start to see the effects of quantum electrodynamics'®.

Fourier Harmonics

Now let us look at the Fourier harmonics of our Liénard-Wiechert potentials, which will allow us to
compute the spectrum of our radiation. What we will find is that we need the Fourier transform of
our current.

Recall that our potential is given by

1
v

Where R = r — 7/, and the observer is at r. In Fourier space:

fzwt —zw ) d3 /
= [ e

From this, we can find that:

1 .
gbo.) — / EpwelkR d3’f',

Where we have used the fact that w/c = k. Inserting the Fourier transform of the charge density:
S .
Puw = / p€Mt dt
—00

We find that we have a double integral:

¢w _/ dt/ zwt+kR d3 /

This is the definition of the Fourier harmonic for a retarded potential.

151n this case, the Schwinger field.
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Looking at the case of a single charge, p = ¢&% (r — 7o (t)), so we have:

w (t—l— R‘(:t))

Where R = |r — 7o (t)|. Similarly, we can look at the Fourier transform of the vector potential:

_q [T v(t) (B0
c/_OOR(t)e(+ )dt

Now (returning to the general charge distribution case) let us consider the large distance expansion
of these formulas. Let ' be the distance from the origin to a piece of charge, and Ry be the distance
from the origin to the observer. We define R = Ry — 7', and we state that we are in the limit where
R is large:

R=/(Ry— ) (Ro — 1)
— VRZ—2(Ry 1)

n-r
~ R {1— }
0 Ro

=Ry—-n-r

In this limit our potential becomes:

‘We know that
EF=Bxn

We can find B from the curl of the vector potential, B =V x A. We know that we should be able
to have everything in terms of a delayed time variable, { =t — 2. Thus, we replace the curl with
derivatives with respect to £&. We can write out the magnetic field in components:
Bi = eijk.@jAk
0Ay 0
— e =
TFOE o,
8Ak n;
-2l (-2)
ijk 8‘5 c
1
=z (n x A),

We can then construct the vector potential:

/
Azl/J(t—Ro—i— n>d3r’
cRy c c

We can also look at the Fourier harmonic of this:

ZkRo e 3

— /

A, = /Jwe APy
cRo
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We see that we have the leading order RLO term in the long distance expansion.

Now if we drop the e~ %" we see that things become easier to compute. This can be dropped in

the case where kr’ is small. If we let T be the characteristic time scale at which the currents are
changing, we can say that this is the same time scale at which the radiation will occur. If a is the
size of the system, then we can say that 7’ is of order a, since outside a there are no currents. The
|kr'| is then comparable to 27”(1. We can then relate A to T', A = ¢T, so we have that

, 2ma
|k'f’ | ~ ﬁ

We can thus ignore this factor if this is much less than 1, so the size of the system a is much less
than the characteristic wavelength A, or more transparently:

21a 1

T <
Or in other notation, denoting % as the characteristic velocity, this must be much less than the
speed of light:

a<<
=<K c
T

In this case, we can obtain nicer formulae, which are known as dipole radiation. Our vector potential

is given by:
1 R[)> 3/
A=— | J (t —— | d
cRo/ c "

The current is defined as the sum over local charge densities times local velocities:
J ()= Z p(r')v
charges
From which we have
ev
A= %RO om0
d
" Ry
Now that we have the vector potential, we can use our formula for the magnetic field:
1
2Ry

B = dxn

We can find the electric field:
EFE=Bxn

And we can compute the angular power distribution:
. 2
dP ‘d X n)
dQ ~  dncd
Which in this case is true for a distribution of charges in the far field limit, not just a single charge.

This is similar to the multipole expansion for the static fields, just for the case of moving charge
distributions.

Missed a lecture here.
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Particle Motion

We have thus far considered two different classes of problems, those where we have the p and J
distributions, and we used them to solve electrostatic and magnetostatic problems, using these two
equations:

V. -E =47p
VxB:4—7TJ
c

The second class of problems is those where we have time dependent p and J, and we solve the
time-dependent versions of our two equations:

47 10F

VxB=—J+-—

% c +c<9t
Uxp__ L9B
c Ot

We denote the first class of problems to be “statics”, and the second to be “radiation”.

The third class that we can consider is “particle motion”, when we know F and B as functions of
position and time, and we want to find things like the velocity of a particle in these fields.

Let us begin with the Lorentz equation:

dp ( v

P_ B+« B)

dt c

If we assume that we know E and B, we want to find how v and « change. We will also consider
the relativistic case, in which case we need to use the relativistic relations:

Prel = MUY
pc’
v =
Erel

Erel = mCQ’Y
aErcl _ vdprcl
ot dt

Where 7 is the Lorentz factor :

727,_7%;

Using these, we can write down an expression for the acceleration:

i(mv)—md—’v—knwd—7
ar T T gy dt
_ . dv  wvdE
T T2

dv
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Where we note that only the electric field does work. Now equating this to the Lorentz force, by
Newton’s Second Law:

d
%(mv’y):q<E+% XB)
dv ¢ v v
®W_1(gs¥xB-2Y E)
"t ol ( + c c? (v- E)
We can see that the second term only comes into play if the particle is relativistic. In the ultra-

relativistic limit, the electric field terms cancel, and accelerations are generated mostly by magnetic

fields.

Constant Electric Field

Let us consider the case where the electric field is aligned with the z axis, and the electric field is
constant:

Pe=py=0  p.=ek;

Suppose we have some initial momentum, in the z direction:

Pe=po  py=0
Integrating our expression for p,:

p. = ekt
From this, we can find the energy'®:
E=\/E2+ (eE.t)* 2

Where & encompasses the rest mass and the initial momentum:

£ =m2ct + pic?

We can see that the scaling of € in this relativistic case is linear in ¢, rather than scaling as 2 as we
2
would expect in the non-relativistic case, £ = £ ~ t2.

Now we want to find the velocities:

dx
a -

_ peC?

£

_ PpocC

VEZ + (eELt)* 2

dz
at

Now using £ to distinguish the energy from the electric field
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eF tc?
\VE2 + (eE.t)* 2

We can now integrate these two get the trajectories:

&
z= .F E2 + (qEct)?

The x integral is slightly more difficult, we have an integral of the form:

/ dt
V1+t2

Which gives a hyperbolic arcsine:

Poc o <cht>
Xr = —— arcsin
qb &o

Using this, we can write 2z in terms of x to get a parameterized trajectory:

&o (qu)
z = — cosh
qkE Poc

We can see that if the particle is accelerated to small energies, then ¢Ex < mc?, the change in
energy is less than the rest mass. If we then Taylor expand the hyperbolic cosine, we would get
quadratic terms, which give us the classical parabolic trajectory.

Constant Magnetic Field
In the case of the constant magnetic field, we have that

dv.  q v

— = x B
dt ~ymec

Where ~ is constant, since the magnetic field does no work. Thus we have that

dv "
— =UXWw
dt L
Where wy, is the Larmor frequency:
eB
wp = ——
mcy

In this case, we see that the trajectory we get is a spiral that moves along the direction of B, and
in the plane orthogonal to that direction, we have harmonic oscillator motion, with frequency wy,.
The perpendicular momentum is given by:

Ev|
pL=—75"
c
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Where r, is the Larmor radius. This gives a relation between the momentum and the radius of
the spiral. Note that this assumes that the particle is not affecting the fields, they are fixed. If we
did allow for this, the spiral would become tighter and tighter over time, instead of having a fixed
radius.

Constant Electric and Magnetic Fields

There are several different setups for having constant electric and magnetic fields. The first is if
E 1 B, and the second is when E - B # 0, there is some overlap in the directions. The reason that
these two are qualitatively different is that B? — E? is a relativistic invariant. In the case where
they are perpendicular, we can move to a frame where one of the fields is zero. However, in the case
where E - B # 0, we can note that this dot product is a relativistic invariant, and we can move into
a frame where the fields are perpendicular. Thus we have 4 cases:

1. E- B =0, the fields are parallel.

2. E | B, FE < B, the fields are perpendicular, and we can remove the electric field.
3. E 1 B, E > B, the fields are perpendicular, and we can remove the magnetic field.
4. E | B, E = B, the fields are perpendicular, but we cannot remove either fields.

The case where E = B and E | B is relevant for particles inside electromagnetic waves. The case
where E > B is uncommon, since electric fields are generally smaller than the magnetic fields.

Let us consider the case where the fields are perpendicular and E < B. We will do the non-
relativistic case. Consider a magnetic field along the z axis, and the electric field along the y axis.
We can write down the non-relativistic equation of motion:
MU, = q—v
B
mvy = qF — q—vx
c
mv, =0

Thus v, is a constant, so for simplicity we will consider the case where v, = 0. We then have coupled
equations for v, and v,, which reduce to the harmonic oscillator equation:

muvy = ——7

We see that we have the harmonic oscillator solution in the y direction, with some coefficient u,
determined by initial conditions:

vy = —usin (wt)
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Where w = fn—]i. Inserting this solution back in and finding v,:
vy = Vg + ucos (wt)
Where vy is the drift velocity, vg = c%. Integrating these for the positions:

u .
x = —sin (wt) + vgt
w

u
= — t
Yy wcos(w)

We can take a look at the total Lorentz force, and try to find the velocity that causes this to be zero:
E+2xB=0
c
Applying a x B to both sides:
v
ExB=——xBxB
c

Since B, E, and v are perpendicular to each other, we have that

ExB
6732

v =
If the particle is moving with this velocity, it doesn’t feel any force. This can be shown to be the
frame in which the electric field vanishes, and the drift term drops out.

Let us consider our solution in different limits. If u = 0, the particle will move in a straight line,
with constant y. If there is no drift, it will move in a circle in the plane, but if u© > vg4, the particle
moves in a drifting circle.

We have now see that the case where E < B gives rise to Larmor motion with a drift.

Trajectories in Adiabatic Magnetic Fields

What happens to particles when the magnetic field is varying very slowly? By very slowly, we mean
that the change over a Larmor period is much less than the field itself:

BT < B
We can also consider slow variations in space:
r.VB < B

In the case where the field varies slowly in space, we have “guiding center motion”, where the
particle undergoes Larmor motion with a drift, but the trajectory of the drift changes. We will find
that the motion is given by the Larmor motion £ (), which varies quickly over time, and the motion
of the center, R (t) :

Tzﬁ(t)+Rg(t>

Before we do this, let us consider the classical case where the magnetic field changes over time, the
Betatron. We have a particle with a circular orbit, and the magnetic field is changing in time. In
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this case, the radius of the orbit will change, but we can tune the B field to keep the radius the
same. The changing magnetic field will also induce an electric field:

VX E= _19B
c Ot
Which can be written as
§I§V x EdS = %Edl
10
=———07
cot P

1 )
Ey - 2mr = —EwrzBavg
Where ®p is the magnetic flux through the circular orbit, and B, = %. The field that the
particle experiences as it goes along the orbit is B, and we can tune B,y and B, such that the
radius of the orbit remains the same, and the particle will continuously accelerate. We can write
down the induced electric field:
1

E¢ = — ?CTBavg

The change in the momentum is given by just the electric force:

dr
— =qk,
dt 44
qr »
~ o

We have circular motion, so the change in momentum in the radial direction is:

. dp
F— = —w
dt P
qu
= 7Borb
c
From this, we have that
. rq
b= _7Borb
c

Taking a time derivative of this, and then setting the two relations equal to each other, we have
that:

. 1.
Borb = iBavg

Thus we can maintain that the radius is constant, and the particle continues to accelerate over time,
creating an electron accelerator (although not a very good one).

Now let us return to the motion of a charged particle with guiding center motion. As the particle
travels, it feels a drift velocity that generates a centrifugal force towards the center of curvature,
which is known as “curvature drift”, a particle moving along a curved field line in a plane will feel a
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drift out of the plane to keep it on the field line. The particle also experiences what is known as
“grad-B drift”, along the direction of the magnetic field.

The motion is governed by two variables, the “fast” variable ¢ (t), and the “slow” variable, Rg (t).
This is true if r., the gyromagnetic radius is much less than the scale at which the magnetic field
changes in space. We are essentially looking at the case where we can neglect the gyromagnetic
orbit, and focus on just the overall guiding center motion. We will consider two separate drifts, one
that occurs when the particle moves transverse to the field line, and then another effect that occurs
even without transverse motion, caused by the fact that the field lines are curving. Thus we have
motion caused by v, and motion caused by v, and we will consider these two separately, before
putting them together.

We need to consider the effective force that the particle feels as the magnetic field changes, which
modifies the orbit to generate the guiding center motion. To do this, we need to consider how the
magnetic field changes as we move through space. Suppose that at some point O, the magnetic field
is exactly along z, B (O) || 2. We can calculate how the field strength changes, by looking at the

magnitude at some nearby point:
B=/B2+ B2

B2
2
=B L +...
z+232+

Where we have, by noting that at O, the field is all along the z direction, assumed that B, < B,,
since the field varies slowly. This leads to a gradient of the field strength:

B, VB,

VB =VBEB,
+ B.

+ ...

0 0By

Now we note that 8% ~ S5z, since (V x B)y = 0. Now relating the gradients to the curvature of

the field:

0B,
VB = o

0B, .
N 8z$

A

X

Now estimating 88%”, if we have some point that is slightly away from O, where we have some small

B, (P):

If R is the local radius of curvature of the field line at P, and A# is the change in angle between O
and P:
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If we use this, we find the relation:

B(P)

V,B=- R

R,

Where the minus sign comes from having the direction of the radius of curvature vector point from

the center of curvature to the point along the field line.

As the particle moves in its circular orbit in the z — y plane, the centripetal force does not match
up at all points along the orbit because the changing field leads to an effective force. If the force is

in the z direction :

0=f,+ vxB
C

cfa xB
e B2

Vdar =

We can average the force along the orbit to get the effective force:
2m
fo= F,df
0

To obtain f,, we can look at the instantaneous Lorentz force:

F=%xB
C

Where B = B, Z, and the velocity is perpendicular and directed tangentially:

v sind
v=| —v, cosb
0

Now computing the vector product to get the Lorentz force explicitly:
F=%xB
c

= —ngBz (cos 0% + sin 6y)
c

Now we have to insert the varying magnetic field, and then average along the trajectory. Inserting

the Taylor expansion:

28320

we Ox

os 6

B, (0) ~ B, +
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Where 7+ is the Larmor radius!”. Now averaging over the orbit:
c

21
.fac: de9

__lgd <3Bz>

2cw. \ Or

Now inserting this effective force into the expression for the drift velocity:

_ &
- 2qcB?

Vdr (E X VLB)

Where £ is the energy of the particle, and we have used the fact that w. = % — B Note that

mc2
the particle drifts in the direction perpendicular to the magnetic field and the force, which in this
case is the y direction. Note that the drift disappears if we take B — oo.

Another way that we can derive this is to classify the trajectory into two parts:
R(t) = R, (t) +¢(t)
And we can Taylor expand the magnetic field:

B(r)=B(R(t))
= B(R. (1)) + (V) B (R. (1))

We can then compute the average force:
e /.
F)=- V) B (R,
(F) =" ({x (CV) B(R))
Now writing down ¢ :
¢=wl x B

We also know the average of { in two directions:

(Gao) = 560

Which we can see by noting that ¢, and (g will be sines and cosines, which when multiplied together,
will average to zero unless we have a cos? or sin?, giving us the delta function. Now we can write
down the average force explicitly, which we can do using Levi-Civita symbols:

- (F); = (e4;6¢; (G10y) Br)

e
= (€ijhWece jprpbr (O By)
[Pe
= -C°w | biOx By —b0; By,
2 ——
V.B=0

= 2 Cuid (Bb)

'"Which is identical to the gyromagnetic radius.
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Now using the identity:

n
(nV)n = "R

We find the same result as in our geometric derivation'®.

Now let us consider the second type of drift. Suppose that the particle is attempting to move along
the curved field line. There will be a Lorentz force towards the center of curvature. The Lorentz
force must be able to turn the particle, and thus the parallel component of the velocity will not be
able to cause this, we need a component of v that provides a Lorentz force. To do this, the particle
must drift out of the plane.

To compute the amplitude of this effect, we can write down the centrifugal force and set it equal to
the Lorentz force:

¢ B mvﬁﬁa
E'Udr XD =— R. c
From this, we find that
C(‘: 2 (A A
Var = mvu (RC X B)

If we compute the ratio between these two velocities:

var _ re(v))
U” Rc

Where 7. (’UH) is:

mec?

re (v1) =~ 5.

We can now put our drift velocities together:

Var = (]C? <’UH -+ §/UL) (B X VLB)
Where we have used the fact that
B
V.B=-—=R,
1 Rg

We have seen that as the particle tries to gyrate in the slowly changing magnetic field, it will have to
drift with this velocity (for first order drift). Now we need to look at how v) and v, as the particle
moves. To determine this, we will compute an adiabatic invariant. First, we note that the energy is
conserved, since the magnetic field does no work:

2 .2\ 2 2 4|1/2
The other conserved quantity will be the adiabatic invariant. There are several different ways to
think about this quantity.

BTODO: finish this up?
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The simplest way to look at this is to consider the energy of a particle in a slowly changing magnetic
field. In this case, the particle will experience a changing electric field, and it will gain energy:

AW:—qygE-dl

10
—qg——
qcat B
q o
== B
Cm"c

Where ®p is the magnetic flux, which is @5 = mr2B. We can compute the time derivative of the
energy:

o0& w

— —_AW=E

ot 21

Where we have used the relation between energy and momentum, and the fact that T' = 0277: Now
writing all of this down as a single conservation law:

dpi _ 2608
dt ¢ ot
= L2

Now inserting the relations between the cyclotron frequency and radius to the momentum and
energy:

_pie
e = e2B?
ecB
We = ——
¢ £
We are left with:
d 2 2
@i _Pip
dt B

Which, when rewritten, gives us:

L8 - Tos=0
Bdt VY B2

d(ﬁ)_
dt \ B =0

Which gives us an invariant quantity, pi /B. This is known as an adiabatic invariant, as B changes,
so does pi, in a way such that this quantity is kept constant.
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Now let us consider another method to determine this adiabatic invariant. In classical mechanics, if
we have a closed orbit, and some generalized coordinates and momenta P and @, then

1§I§P-dQ—I
2

will be the first adiabatic invariant. Applying this to our case, taking into account the magnetic
vector potential and the tangential momentum:

I:217T§£<pt+iA>-dr

1
:(pt.27rrc)—|—2:_c§£A.d7’

2T
e
:ptrc—/B-dS’
2me
= mr —iBmﬂ2
— PiTe 2mwe ¢
ot
B

We see that we have derived the same adiabatic invariant. Another way to do this would be to
consider the ¢ coordinate, in which case P would be the angular momentum.

We have two invariant quantities:

pﬁ + pi = const.

2
Pl = const.

B
With these two, we can find the trajectory of the guiding center:

dRy.
@ vty

Where vg, and v are determined by our two invariant quantities.

Consider the case of a particle in the Earth’s magnetic field, initially with some p, and p. As
the particle moves towards the Earth, the field strength increases, since the distance is decreasing.
Based on our conservation laws, we find that the perpendicular momentum will also increase, since
it scales as p, ~ Cv/B. Because of this, the parallel momentum will be decreasing. For some
particles, which have sufficiently large p, initially, this will lead to the particle reflecting, and then
being trapped in an oscillatory motion between symmetric points in the orbit around the Earth.
This is known as the van Allen radiation belt.

2 <in2
If the particle has initial angle to the field line «ag, then the constant in the scaling is C' = W

‘We would then find that

Bsin? aor/2

= 1—
P =Po [ By

If B varies between By and Bmax, then if sin ag < gmi“ the particles will never be reflected, and

max )
19

they will “escape” from the system. This is known as the loss cone'”.

9Gince it selects a cone in velocity space of particles that escape.
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Relativistic Electromagnetism

The basic principles of relativity are the two postulates:
1. The speed of light in a vacuum is constant, and is the speed limit of the universe.
2. The laws of physics look the same in any inertial reference frame.

From the first postulate, we can see that time is not absolute, if this was the case, velocities would
satsify the Galilean principle, which is that velocities add:

V=1 + V2

If this is the case, we would be able to exceed the speed of light, and thus time is not absolute.
Consider the following thought experiment. Suppose we have two reference frames, one which is at
rest, and the second moves with some v relative to the first frame. If we have a light emitter in the
moving frame, we can define two events, each a distance L away from the emitter. In the moving
frame, the light travelled the same distance, and arrived at the same time, and thus the two events
are simultaneous. However, in the reference frame, the light moves at the same speed, but one of
the points is closer to the emitter, and the other is further away. Thus the events are no longer
simultaneous.

We denote a point in spacetime (¢, ) as an event, and trajectories in spacetime are denoted as
worldlines.

If we have two events in spacetime, the conserved quantity relating these two in any reference frame
is the invariant spacetime interval. Suppose we have two points (¢1, 1) and (t2,x2). If we connect
these with a light signal travelling between them, the distance travelled is related to the time taken
for the light to travel between them:

(131 — 132)2 = 62 (tg — t1)2
(z1—22)° + (Y1 — 12)° + (21 — 22)° = P (ta — t1)?
This is true no matter what frame we are working in:

(zh — @h)* = (th — ;)

In this case where we have connected them with a light source, this value is zero:

ds®> =0

In general, we define the spacetime interval as:
ds? = Pt — da? — dy? — d2*
To prove that it is invariant, we note that if it wasn’t then there must be some constant scaling that
is frame-dependent:
ds = a(vg)ds'

Where vg is the relative velocity between the frames. Now consider another thought experiment.
We have 3 frames, K, K1, and Ks. K is at rest, K7 has velocity v, and K has velocity vs.
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Working in the frame K, we can construct the spacetime interval scaling for Kj:
ds® = a (v1) (ds)?
And similarly for the interval scaling for K to Ka:
ds® = a (v2) (ds2)?
Now we can look at the scaling from K7 to Ko:
(ds1)? = a(v12) (ds2)?

We now have 3 scaling relations for the spacetime intervals. Now if we insert them into each other,
we find that

= a(vi2)

This is the property that the function a has to satisfy. Note that v12 depends on the relative angle
between K7 and K», while the left side is only dependent on the velocities. Because of this, the
only way that this can be satisfied is if a (v) is a constant, and in fact, the constant must be 1.
This means that the spacetime interval will always be invariant under any frame changes, it is a
conserved quantity.

Can we have two events happen at the same position in space? What condition do we have on the
spacetime interval between them?

If we have two events, 1 and 2, and we know that the interval is an invariant quantity, we can write
down the interval between them, and note that it must be the same in any frame:

2,2 2 92, 2
iy — lig = c7t1y — Uiy

We can shift into a frame in which [{5 is zero, they occur in the same position in the frame. In this
case, we must then have that the events are causally connected:

112 < ct12

The distance between the two events is less than the distance that light can travel in the same
amount of time.

Now let us introduce the idea of the proper time. Consider a frame K at rest, and a moving frame
K’ with velocity v. Writing down the interval transformation:

A (dt')? = (cdt)? — (dI)?
= (cdt)* — (vdt)?

Solving this for (dt')*:

And we denote 1 — Z—j as 1/~
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A clock that runs in a moving frame K’ runs slower than the clock at rest, by a factor of the Lorentz
factor «. This is what is known as time dilation, and dt’ is known as the proper time, the time
measured in a frame in which the object is at rest.

This effect is notable because it means that particles with very small lifetimes survive for longer
in our measurements, such as muons being able to penetrate the atmosphere despite having a
lifetime of a microsecond. The same holds true for any relativistic particle with a low lifetime (ex.
neutrinos).

We can also define transformations under which these things remain true, which are known as
Lorentz transformations. We want transformations that keep the interval invariant:

(ds)? = dt® — (dz)?

One way to think about this is to note that rotations do not affect distances, so rotations in our
space give us invariance. In this case, since we have a minus sign, we have hyperbolic sines and
cosines:

x = 2’ cosh (1) + ct’ sinh ()
ct = 2’ sinh (¢) + ct’ cosh ()

<3:) B <cosh¢ sinh1/1> (:U’)

ct)  \sinh® coshvy/ \ct/

To find what v needs to be, let us consider a frame at rest, K, and a moving frame K’. The origin
in the frame K’ has 2’ = 0, which in the frame K, must be given by:

Written in matrix form:

x = ct' sinh 1
ct = ct’ cosh

From this, we can derive that:

% — tanh (¢)

Thus the origin of the frame K’ moves as x = (tanh ) ct. We also know that the frame moves with
velocity v relative to the frame K, and thus we have that:

x = tanh (¢) ct

=t
From this, we have that
tanh e = -
c
=p
Now using the identities for the hyperbolic trig functions, we find that
sinhy = _b

Ji-F
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cosh vy =

S

Thus we can relate z and ct in different frames:

These are the Lorentz transformations.
We can determine the relativistic velocity transformations:

dx =y (dl” + vy dt/)
dy = dy’

d /
dt =y (dt’ + vfcf )

Where the subscript f denotes the frame velocity. From these, we find that

v 4 vy

v'v
14+ —f

v =

Which is the relativistic velocity transformation. We can also look at the velocity in the y direction:

dy
'Uy = %
_
Cdt
_ dy
B v dt’ (1 + Z%vx)
Uy

"y (Ut )

We see that even though the frame was moving in the x direction, the velocity in the y direction is
changed.

This leads to what is known as relativistic aberration. If we have an object moving in a frame K,
with velocity at some angle relative to the axes:

vy = v Cos b

vy = vsinf

In the shifted frame, we have

vl =1 cosd’
/ s /
vy =v sin
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Looking at the tangent of the angle in the original frame:

)
tanf = -2
Vg

_ v'sin@’\/1 — (2

v cosl + v

If we consider the case of light, which moves at speed ¢ in any frame:

sin@'\/1 — (32

tan O hoton =
photon cost)/ + ¢

This is the relativistic aberration of light. Note that we also looked at relativistic aberration in the
case of the radiation of a charged relativistic particle.

4-\ectors

We can define spacetime vectors with 4 components, (ct, ), and the spacetime interval is invariant
under Lorentz transformations:

(1:0)2 — ((1'1)2 + (m2)2 + (x3)2) = invariant

Any set of four components that satisfy these relations form a 4-vector. Other examples include
light waves:

(w, ck)

2

Since w? = c?k?, these are “null” 4-vectors.

Another example is the 4-momentum of a massive particle:
(€, pc)

We define an object known as the Minkowski metric tensor 7,

Using this, we can define the scalar product between two vectors A* and B':

A -B= T]iinBj

We can also define covariant and contravariant vectors. One can say that covariant vectors define
functions of contravariant vectors. Contravariant vectors are written as A’ (similar to position
vectors, x'), and covariant vectors have lower indices, 4;, and are basically functions®. Consider
A = A;é, applied to a vector B :

AB = A, B’

20Sasha said he had a way of remembering which vector was which name, but he forgot how.
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= gcalar

This is why we can consider covariant vectors as functions. We can also transform between covariant
and contravariant vectors via the metric tensor:

A; = nig A
One example of a covariant vector is the gradient, it takes a vector, and returns a scalar.

99

oxH

Applying this to a contravariant vector:

99
@d$ﬂ = dqb

And thus this is a covariant vector, denoted V.

We can also define timelike and spacelike vectors, much like we did for intervals. We do this by
looking at the sign of the magnitude:

A% <0 — spacelike
A%2=0— null
A% >0 — timelike

In the case of the 4-momentum of a massive particle:
% — (pe)* >0

We see that the 4-momentum is timelike. An example of a spacelike 4-vector is (pc, J), the 4-vector
composed of current and charge density, which can take either sign.

Let us now discuss 4-tensors of rank 2. These objects have 2 indices:
Aik

Each of these has 16 components, each index has 4 possibilities, so this is essentially a 4 x 4 matrix.
How do these transform under Lorentz transformations? Let us consider the simplest rank-2 4-tensor,
the product of two vectors:

At Bk

We can derive the transformation for each of these individually, and then get the transformation for
the product of the two. To do this, we need to look at how products of the form A°B? transform:

A'BY — ~ <AO/ + BAI/) ~y (BOI + BBl/)
c c
2 0/ O/ v 0/ 1/ 1/ 0/ ’1)2 1/ 1/
=2 |A"BY + = (A"B" + AVB") + = (AVB")
c c
If we let this be the 00 component of the tensor A%¥:

400 _, 72 <A0’o’ + v <A0'1' 4 A1'o') + 7)2A1'1'>
c c2
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Repeating this for all of the other components:

AN 72 <A1’1’ + v (A1'0' 4 AO’l’) + 1)2A0’0'>
c c?

We will deal with two classes of these tensors, symmetric tensors:
And anti-symmetric tensors:
Bik _ _Bk’L
An example of an anti-symmetric tensor is the field tensor F'*¥:
= 0, Al — 0, A"
And an example of a symmetric tensor is the Maxwell stress tensor, TH".

Note that for anti-symmetric tensors, the diagonal elements must be zero, and define two vectors a
and b :

0 Pz Dy Dz

pik _ —Ds 0 —a; ay
Py G 0 —Ay
—Pp: —Qy Gy 0

We see that there are no longer 16 independent components, there are 6 independent components.

Relativistic Free Particle

In the context of relativity, the action is the change in the interval as the particle moves between
two points a and b:
b
5= /

/ th

Where we have used the fact that (ds) = — . The quantity under the integral is
denoted the Lagrangian:
to

S =« Ldt

t1

Which gives us that the Lagrangian for a relativistic particle is given by:

If we look at the non-relativistic limit, by Taylor expanding for small velocities:

,02

lim £ = —ac+ — +.
v 2
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From this, we see that e = mc, in order for this to reduce to the classical £ = %va. Thus we have
that the relativistic Lagrangian for a particle is:

2
L=-—mc*/1 - U—Q
c
From the Lagrangian, we can obtain the momentum:
ot
L
_ mé® (—2v)
C2 2 _ Zé
= muvry
We can relate this to the force:
Jp
F=—
ot
d
~ (ymw)
When the force is perpendicular to the velocity:
dv
F = —
R
And when the force is parallel to the velocity:
dv
F=+
T

where we have computed the time derivative of ymwv.

We can compute the energy:

E=p-v—-L
= mc*y
= grest +gkin

Which is what we expect, we have a rest mass energy and a kinetic energy.

Now let us apply the action principle to derive the equation of motion. To begin, we must derive
the variation of the action. The variation of the action must be zero, by the action principle:

05 =0

We fix the start and endpoints at a and b, and vary the trajectory between them, to find the
trajectory that minimizes the action. We can write out the change in the action:

b
08 = —mc/ J (ds)
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Now noting that ds = \/dx;dz? :

b
35S = —mc/ ) (\/dacidxi)
b P )
_ —mc/ ) (dmldx )

2/ dz;dz?
B /b 2dx;0 (da:l)
- ome a 2ds

Where we have noted that 0 (dx;) = 9 (de‘Z) Now we can cancel the 2s, and rewrite this a little:

b d{L‘l i
5S:—mc/a dsé(d:v)

b
= —mc/ U;6 (d:vl)

Where we denote U; as the covariant 4-velocity Cﬁf;, since x; is covariant and ds is a relativistic

scalar. Now integrating by parts:

b
55 = —mc / Usd (62")

boarr. .
= —mcU;0 (wl) |Z +mc/ % (5xlds)

We now note that the first term is zero, since the value at a and b is fixed, so we have that

YU o
5S:mc/a 7 (5(3;)d3)

S
Looking at the components of U?, the contravariant 4-velocity:

dax
Ub = =
ds

cdt
cy/ (dt)? — S da?
=7

d

[i€l23 _ €
cdty/1 — 32
B

CVi-R

Thus we have that

U' = (v,78)

And we can write the 4-momentum in terms of U®:

p' = meU’
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= (mcy,p)
To obtain the covariant 4-velocity, we can apply the metric:

U; = ni;U?

Looking at the 4-momentum, we can rewrite it in terms of the energy:

)

p' = (mcy,p)

Looking at the magnitude:

If we do the same for the 4-velocity:

UzU’L — 72 . 7262
=1

We can also write down Lorentz transformation rules for energy and momentum:
E=x (5' —|—p'vz)

&'
e

Relativistic Interaction with EM Fields

We have thus far covered the kinematics of a single relativistic particle, so let us now consider a
relativistic particle interacting with a fixed electromagnetic field.

We can introduce a term to the action, which we guess is proportional to the charge, and since we
know that we will have a vector interaction, we know that we have to have the vector potential
A" = (¢, A), and we need a dz? to keep it as a scalar:

b q [ '
S:—mc/ ds—l—c/ Ajdx’

This is not the only choice that we can make. If we have powers of the vector potential, we have a
non-linear theory, which does not agree with the experimental reality. The only other relativistic
scalar that we can write is:

/ Ads

Which is Lorentz invariant. However, the results of this choice do not match what we witness in
reality.
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We can write out the action, noting that 4; = (¢, —A):

S = / —meds + A dr — qo dt)

/ cat
From this, we have the Lagrangian:

L=— \/1——+qA v —qo

We can compute the generalized momentum:

=p+gA
c
We can construct the Hamiltonian:
H=P - v-L
= mc*y + g9

We could obtain the equation of motion via direct variation of the action, but we can instead use
the Euler-Lagrange equations:

d oL
dtP ~ or

Computing the time derivatives:

Z(,HQA) — v, (A-v) - qVs

= v X B—quS—I—g(vV)A
c
Expanding out the left side:

d q qgO0A q
q(p+ia) =5+ 10V A

Thus we have that

dp ¢ ( 1aA)

dt—c(va)+q Vo 5
FE

d

df 4E + va

Which is the expected result, we have the Lorentz force equation, derived from the Lagrangian we
wrote.
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Let us redo this derivation using 4 dimensional notation. First, let us note that we have gauge
invariance in the potential:

df
A=a,— L
! dxt

If we insert this into the Lagrangian, and look at the extra term in the action:

a .
AS = c/a da:Z

:Z/adf

= L(r )~ 1 ()

c

We see that this is an extra constant term in the Lagrangian, which does nothing in our equations
of motion, thus we have gauge invariance.

Let us find the equations of motion in the 4-dimensional notation. We want to vary our action:
5/ —mecds — fA da: / medU;0z" + boundary term — / = [A,d (5xl) + 5Aidxl]
c
a a
We can split the second term into two terms, and look at the first of those:
b
-2 [ aiaor) = ~Lagat )+ [ anss
& c @ c/,
N—_———
boundary term

b9A;
o Oxd

C

Looking at the second of the two terms:

—/)&4d’—— 04
c a

oxJ
All together, we are left with

04; 0A4A;
o= [ [meavi+ £ (55 -~ ) ]
5= / medls + 2 oxd Ozt

Dividing everything by ds:

q 04; 8A)
05 = / [ c<8mﬂ ox* ds]d ds

Setting this equal to zero, we find that we have the 4D equation of motion:

au;
c u - L UF
ds c

Where Fjj, is an antisymmetric tensor (Fj; = —Fj):

oA o4,
oxt  Ozxk

Fy, =
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Note that F', the electromagnetic field tensor, has 6 independent components, since the diagonals
are zero, and the bottom triangle are just the inverse of the top triangle terms.

How can we relate the components of F' to the electric and magnetic fields? To do this, we can
compute them directly:

_0A 94
007 920~ i
_ 194, 99
c ot  Ox!
=E,
Looking at other components:
Foo = Ey
Fos =E,

Thus we have that Fy; = E;, and similarly Fyg = —E;:
0 E, E, E.

-FE, 0
Fij = ~E, 0
—-F, 0
Now we can look at the unfilled elements in this tensor:
0Ay 0A;
Po=———
127 9rt T 0a2
_8Ay 0A,
- Oz dy
=—(VxA),
=B,
Which updates our tensor:
0 E, E, E.
-FE, 0 -B,
Fij = ~E, B, 0
-k, 0
If we look at Fis:
043 B 0A1
B0zl 923
=(VxA),
=:7

And thus we find that the field strength tensor is given by:

O E. E, E.
~E, 0 —B. B,
-E, B. 0 -B,
~E. -B, B, 0

F,‘j =
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We can also write down the contravariant form of this:

0 -E, -E, —E,
E. 0 —B., B,
E, B. 0 -B,
E. -B, B, 0

Fik: —

To find this, we can use the transformation rule:
Fik — pilpkm g,
- m
We then note that each application of the metric on a spatial index introduces a minus sign.

Now let us consider the Lorentz transformation of the field strength tensor. Suppose we do a Lorentz
transformation along ! = z. How do the components of F transform? For the electric field, we
can look at FO', F92 and F%. Looking at F02:

02 (FOQ)/
— (FO’Q’ i %Fl’?)
= (-5 (o)

v
v (2 + 2 B)

Where we have used the fact that
t=r (t' + %x’)
c
And then noted that t — FY2, and z — F'2. Thus we have that
1, U
E, =~ (E,+2B.)
Similarly for F,:
1 U
E. =~ (B.+2B))

Finally, looking at the transformation of F9', which is more complicated since we have to transform
both indices:

FOl — (F0'1 n EF1/1>
Cc
— [7 (FO’I’ n EFO’O’) gL (Fl’l’ n BFl’O’)]
C C Cc
2
_ Fov (E) Fo’1'>
v (’Y + p v
— F(),l’

Where we note that the diagonal elements must be zero, and we can flip indices with a minus sign.
We see that the electric field along the Lorentz boost does not transform. This is how we can derive
the Lorentz transformation of the electric field:

E,=E,
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v
B, =~ (E; + EB;)

E, =~ (E; . %B;)

Now suppose we want to see how F2? transforms if we do the same z direction Lorentz transformation:
F23 N F2/3/

Which implies that B, = B,. If we look at F' 12 and F13, transform those, and write them in terms
of the magnetic and electric fields, we have the magnetic field transformation rules for an z boost:

B, =B,
/ v /
B, =~ (By - EEZ)

r YU
B.=v(B.+2E)

What happens if we boost into a frame where the electric field is zero? If E' = 0, we have that

B, = Bglc
B, = 'yB?'J
B, = IVB;

If we are in the case where E 1 B, then we have that

E,=0
v
~ B,
c
v
E, = —f’yB;
c
v
=—-B
P’

Since the velocity is in the x direction, this seems to look like a vector product:
v
E=—-——xB
c

We started with a frame where the electric field is zero, and we see that we can boost to a frame in
which the electric and magnetic fields are perpendicular to each other and related to each other by
the above equation.

Inverting this relationship, if we have perpendicular electric and magnetic fields, we can boost into
a frame (perpendicular to both of them) moving with velocity v = %, and the electric field will
vanish. Note that in order for this argument to work, E < B, otherwise the boosted frame would
have to move faster than the speed of light.

If instead we are in the situation where £ > B in a frame, we can shift into a frame where B’ = 0:

B. =0
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v
Uy
BZ - ’)/EEy
E, =0
E, = ’yE;
E. = ’YE,/Z
From this, we find that
B="xE
c

We can generate a relativistic invariant from the field tensor, by contracting it with itself, to get a
relativistic scalar, which will not change if we boost:

FyF™* =% FyF™*
i,k

= —2E? +2B?
=2(B? - E?)

This is what is known as the first invariant of the electromagnetic field.

We can construct another invariant by constructing a dual tensor using the 4 dimensional Levi-Civita
symbol:

o1
Frim — igiklsz‘

Let us compute an element of this dual tensor:

o1 1
FOl = §€ik01Fik

1
=3 [€2301 F32 + £3201 F23]

= _BCE
Where we have noted that F3; = —Fy3. If we write down the tensor:

0 -B, —B, —B.
B, 0 E. -E,
B, -E. 0 E,
B. E, —E, 0

F*lm —

We can now construct another relativistic scalar, by contracting the dual tensor with the field tensor:

FypF** = —4(E - B)
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= —4F;B;
This is our second relativistic invariant. This means that if we have an electric field parallel to a

magnetic field, we can never move to a frame in which they are perpendicular.

Suppose we have an electric field and magnetic field with some shared component, E - B # 0. Let
us construct a special frame with velocity v L E, B, in which E’ || B’. We denote the direction of
v to be the z direction.

We know that components along the boost are unchanged, and are zero because the velocity is
perpendicular to the fields:

E,=E.=0
B,=B.=0
We want E’ x B’ = 0, the fields in the new frame should be parallel:
E'x B' = E,B, - E.B,
=0

Now we want to find the condition that relates v, B, and E. Rewriting this with the boosted
relations:

_ExBEWQEyfﬁg(&—fgg—%(%+3@)Eﬁiﬁﬁzo
C C C C

Now grouping terms by their dependence on v:

U2 v
E§(£ﬁ£@——£@£@)—-E(B§+-B§+-Ef4—E§)+(E@BZ——E;By):()

E2+4B? (ExB),

From which we find that
v E x B [ 02}

c EB+Bl T2

Note that in the non-relativistic limit, we see that

EB

— <1
o

4D Maxwell’s Equations
Now that we have defined the electromagnetic field tensor (as well as its dual):

0A, B OdA;
Ozt ozk

And we know that B =V x A, and E = —V¢ — 124 50 we have

Fy, =

V-B=0

0B
E=——
V x 5
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We can see that these are straightforward to construct using the dual tensor, the derivative of the
first row is the divergence of the B field. We can express the derivative of a given row with respect
to a particular coordinate:

aF*lm

oxm

If we choose | = 0:

aF*Om B aF*Ol 8F*02 N aF*OS
dxm Ozl 0z ox3
=V B

=0

If we look at other values of [:

OF*'™ 19B, | 0B. _ 0E,
A oy 0z
————

(VXE),

=0

We find that for all {:

8F*lm

oxm

This gives us 4 equations, which are equivalent to the two Maxwell equations that we had above:

O™ =0

!
v.B—0o vxg--2B
ot

To find the other two equations, we return to the action that relates the fields and particles:

Sy = — / 1 pyda
c
We define a 4-vector relating the currents:

4 dat

= (cp, J)

We can prove that this construction is a 4-vector:
p= ané(m—aza) — dq = pdV
a

dq is a relativistic invariant, since the charge of a single electron is a relativistic invariant. Therefore,
the quantity dgdx® is a 4-vector:

dqdz® = pdV dx'
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Where diz = dVdt is a Lorentz invariant. Since d*x is a relativistic invariant, and so is dg, and dz’
is a 4-vector, p% must also be a 4-vector. Thus 5* is a valid 4-vector.

We can rewrite our action to use j*:

1 da’
Sy = /pAidV; dt

c
1 .
= —/jZAid4a;
C

Now let us look at the action of just the fields. Since we will vary this action by taking derivatives,
we need this to be quadratic in F', since when we take the derivative, we will recover equations of
motions that are linear in the field strengths:

1

St =— | By Fkgt
f 167c ik v

However, we can also insert something that is quadratic in the dual, which turns out to be a

divergence:

0 0An,

*] _
F*" Ey,, = 4@ <5iklmAkw>

If we inserted this into the action, we would have a 4D integral of a divergence, which would turn
into a surface integral at infinity, which would give us zero. Thus, adding the second relativistic
invariant is not needed. If we want our action to be relativistically invariant, and quadratic in F,
these are the only two options that we can write in our action, and one of them is zero.

Thus our combined action is given by:

S:Sf-l-Spf

Which we can vary:
08 =0 (St + Spy)
1 1. 1 .
== / (ij(SAi + —F’k5Ek> d'z
c 8T

c

Looking at d Fj:

R [8Ak aAi}

oxi  Oxk
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So the second term looks like:
. )
F*§Fy = F’k — F* _—_ (§4,

72F”“ai (64;)

Inserting this back into our change in the action, where we integrate by parts and drop the boundary
term, we can set the variance of the action to zero:

1 1. OF%* 1
- _ a0 A 4
58 c/(cj+8xk4>5d

This gets us that

If we look at the first row of this tensor, ¢ = 0, we find that this is equivalent to:
-V .- E=—-4np

Which gives us Gauss’s Law. If we take the spatial components, we obtain Ampere’s Law.
If we take a derivative of both sides of our expression with respect to i:

0. (aF™) =~ o

21

This left side is zero®", and we have the charge continuity equation:

acp
%vLV J=0

Waves in Continuous Media

We want to look at how electromagnetic waves propagate through a medium. We have an incoming
wave, with some w and k, and it is modified to some w’ and k' based on the properties of the
medium that the wave enters.

The wave that is propagating through the medimum still obeys Maxwell’s equations:

1aB:_VXE

c Ot
10F
v B——J -
% +c@t

Where we have plane wave solutions:

E.B ~ ei(k“l‘—wt)

21By some tensor magic?
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Inserting our solutions into the first of Maxwell’s Equations:
~Y“B=_ikxE
c
And the second:

kxB= Ty “pg
C C

From these, we find that
“B=kxE
c

Now let us suppose that our medium responds linearly to the wave, through the conductivity tensor
S

Ji = GijE;

We will find that when we insert our plane waves, we find something of the form:
AijE; =0

To find this, let us begin with:

B=SkxE
w

If we insert this into the second of our equations:

. c 47 w
Multiplying by %‘“, we are left with
4w w?
2 .
w A0 5
=SB 5+ T
We denote this the dielectric tensor:
4G
gij = 035 + Y

Expanding the left side:
w2
{Mhm—mﬂ:§%@
Writing the left side in index notation, and then collecting all of the £ terms:

2 w?
k (51']' - klk] - 6725’7 Ej =0
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Thus, we see that we have our Aj;;:

2
Aij = k‘25¢j — k‘@]{j — %51‘]‘

The eigenvalues of this matrix provide the dispersion relation for the medium w (k), and the
eigenvectors provide the polarization directions.

The easiest case to work with is when the medium is isotropic and frequency independent:
Eij = 55ij

In which case we have something that looks like the vacuum case:

2
w
k‘2 = 75
c
We can also relate € to the index of refraction:
e =n?

And thus we can relate the wavenumber to the index of refraction:

2
k? = %nQ
We can also define the phase velocity:
w
'Uph = E
c
"
And the group velocity:
_ Ow
Vgr = o1

Let us look at different cases. Suppose we have a system of electrons and ions, and we want to
construct the ¢;; tensor, so we can relate the current to the incoming wave.

Since we have no magnetic field, and we have no preferred direction, we know that the dielectric
tensor has the form:

eij = & (w) dij

The electrons will feel the non-relativistic Lorentz force?2:

0,

(&
meﬁ :eEw—i—Ev X Bw

If the particle is non-relativistic, then the magnetic term drops out, since v < ¢. Thus, the current
generated is given by:

Je = neeve

22Tn the cold approximation, where we assume that the electrons are essentially at rest initially, prior to the arrival of
the wave.
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Where n. is the number density of electrons in the system.

The electrons behave like a harmonic oscillator coupled to the wave:
—iwmev. = eFy,

From which we find the velocity:

Which lets us see that

From which we can find the dielectric tensor:

A
5:1+L2§
w

Where we denote this set of constants the plasma frequency, wg.

If we now apply this to the case where k = k2, we find that our A matrix is:

—re ]
A= K2 — e 2
k2 — =
If we have the matrix equation
AijEz‘ =0
We have 3 equations, the first of which is:
2
gﬁEx =0

This gives us a longitudinal (E || k) mode, with w = w,. The second and third of these equations
gives us a transverse mode, E 1 k, with k? = "2—225.

In the first case, electrons are pulled sideways, and the medium generates a restoring electric field,
and the electrons are pulled back. In principle, with no damping, the system will continue to
oscillate, and the oscillation occurs at the plasma frequency.
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The transverse modes are very similar to the vacuum case, except we have a different relation
between the frequency and the wavenumber:

From which we find that
w? = wﬁ + 2k?

Note that we have a minimum frequency, the plasma frequency. If we consider a wave entering with
a lower frequency, currents on the surface will cause the incoming wave to be fully reflected, only
waves with frequencies higher than the plasma frequency can propagate through the medium.

Let us now consider the group velocity of an ensemble of plane waves. Suppose we have a signal,
expressed in Fourier space:

E (z,t) :/ A (w) eF@)z=t] g,
0

We want to find the equation of motion for the electric field as a function of z and t.

We will either have an initial condition for the electric field outside the medium as a function of
time, F (0,t), or the electric field at a certain point in the medium as a function of time, E (x,0).
Suppose that the frequency envelope is peaked around wy. In this case, we can Taylor expand k (w)
around the peak frequency:

ok 1 5 0%k
E(w) :k;(wo)+a—w Lo 0Q+ 5 (99) B |y T+
Inserting this into our expression for E:
00 2 92
_ ik(wo)z—wot { (% &ﬂ) o :|
E(zt)=¢ ; A(wo + Q) exp |i an—i- 5 92 ) 2 iQt| dQ

carrier

The integral is some function of z and ¢, which we can call A (z,t) , and this describes the modulation
of the carrier frequency.

Now we can look at derivatives of A:

o0 -~ .

— A =0A

Yot

9 ( ok w282k:>~
A=\ T 7a2) 4

Putting these two together, by multiplying the top equation by g—f}:

| a Ok 8} ~ 02 5%k -
Zb*aa A= a24

From this, we can note that the right side is two time derivatives of A:

-{8+0’fa}g_32’“324
1oz Towatl T T 022 a2



Hersh Kumar

PHYS611 Notes Page 100

Looking at this differential equation, we can see that if k) > k{j6Q**, where ko is the wavenumber
related to wp, we can eliminate the right side, and we are left with

9 a> )
Y A=
(aﬁ“g 92 0

Where vy, is a constant. This is not a wave equation for A, instead, we have an advection equation,
which has solutions of the form A (z — vg,t,t). Over time, the enveloping A (¢) will move over time,
with velocity given by the group velocity. Thus the electric field takes the form:

B (201) = A= — gty 1) o500
Looking back at the case of the electrons and ions, we find that the phase velocity is given by:

Vph, =

Ow
Vgr = o1
B 2k
=~ Jor TR
Ak
T W
2
U
From this, we find that
VgrUph, = o

The group velocity is fundamentally slower than the speed of light, and thus causality is preserved.

What are some other applications of these calculations? Suppose we have a faraway source of
waves, with some distribution of frequencies, given by some maximum and some minimum frequency,
Wimae and wmn respectively. Suppose these waves are travelling through some region of space with
electrons and ions, with no magnetic field. If the frequencies were all emitted at the same time, we
will see that the waves don’t arrive all at the same time, different frequencies arrive at different
times because the group velocity depends on the frequency. We will see that the high frequencies
will arrive first, and then we will see the low frequencies. If we measure the delay between the
arrival times, this will actually tell us how much of the medium the waves travelled through before
it reached the observer.

Z3Essentially, the width of the signal wavepacket in frequency space is very small, otherwise the Taylor expansion
around the carrier frequency would not be accurate.
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Our group velocity is given by:

Vgr = C - —

If we say that the object is emitting frequencies in the radio spectrum, on the order of a gigahertz,
and we are emitting through the interstellar medium (ISM), which has n. ~ 0.03 electrons per cubic
centimeter, we can make the assumption that w > w,, and we can Taylor expand:

2

w

~ p
Ugr Nc<1 — 2w2)

If we want to compute the difference in arrival times:

At:/vgiﬂ(l)

1 L )
T 2mmect? /0 nedle

If we want the delay between two frequencies with v and s, we find that

L 2
edl
At (v1,15) = Jo nedle®

2
2mmecri

If 15 > vy. If we measure the time delay, and compute the denominator, we can estimate the
numerator, which is known as the dispersive measure:

L
DM:/ ne dl
0

Which is something that radio astronomers did for neutron stars in the 1970’s.

Another use of this is to note that radar from the Earth’s surface can be reflected off of the ionosphere,
because the plasma frequency of the ionosphere is suddenly much higher than the plasma frequency
of the lower atmosphere, and at some point we have total internal reflection.

To recap, we have that
w? = wf, + 2k?

And we have

2
W
k25ik — kik‘k — 0725“9 =0

where

4mi
eij = 0ij + ——Sij

And the current is related to the electric field by g;;:

Ji = Gij Ej
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And we related the plasma frequency to the electron density:

2
9 4mne

wp—

me

Now suppose we introduce a background magnetic field, By, much stronger than the field generated
by the wave, By > B,, in which case the Lorentz law for an electron is given by:

me = ek, + gv X (By + By)
c

In the cold assumption, v ~ €, and since B,, ~ €, we have a second order in € term, so we drop the
cross product for the wave magnetic field, as we did before:

. e
me0 = eEy, + —v X By
c

This is the equation of motion for the electrons experiencing an incoming plane wave, in the presence
of the external magnetic field. We expect the response to be a complex exponential with frequency
w, so we are left with (where we take the magnetic field to be in the z direction):

. el
— WV, = + vywp

me

. elbY
— Wy = — VpWpR

me

mev, = ek

eB

el Now noting that J, = nev,, we have that

Where wg =

2
w
— P
€z =1——5

Solving the = equation, we find that

1eErw eEY wp

2 _ . ,2 2 _ .2
w W Me W Wy

Uy =
This is a off-diagonal term in the ¢;; tensor, since the current in the x direction depends on the
electric field in the y direction.

Similarly solving for the v,, we find that the dielectric tensor is of the form (by relating v, and v,
to ¢, and then relating that to ¢):

Exz —lExy 0
£ij = €2y Exz 0
2
w,
. p
0 0 i
Where
2
Epe = 1 — “p
xrx 2 2
w? — wp
2
WywR
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Now that we have ¢, we can find the dispersion relation, assuming that k || Bo:

k2c?
7 = Egp = Exy

and we also have the case where €., = 0, which is the previously derived w, = w case.
We can look at the polarization (after inserting our dispersion relation in for k):

{iew —iexy} |:Eac:| _0
1€py TExyl LBy

We then see that
teuy By —iegyly =0

Which gives us that £, = +iF,. We see that the amplitude along the = direction is offset by a phase
of /2, so we have circular polarization. This makes qualitative sense, as we expect the electrons to
move how they would prefer to move in the plane across the magnetic field, which is in circles.

Note that we have ignored the ions here, we assume that they do not move. If we instead considered
an electron-positron plasma, the response of the positrons would cause an equal and oppposite
reaction (if they have the same density in the plasma), leading to the circular polarization cancelling
out.

Now let us consider the index of refraction:

27.2
n2:ck:
2
Wg WRB
=12 [1+ 2]
w? —wy w
2
=1- “p
w(w+wp)

Thus we have two circularly polarized eigenmodes, but their refractive indices are different. In fact,
what we will see is that if we have an incoming, linearly polarized wave, the polarization will rotate
over time, which is known as Faraday rotation.

Consider a radio wave propagating through the ISM, which has a magnetic field on the order of
10 uG, in which case wp ~ 30 Hz. The approximation is then that w > w,,wp. We can then Taylor
the denominator of the index of refraction, which gives us that

2
Y Y
2o

2
_WYB%

Ak =
2¢ w?

This is a very small shift, but if we integrate this effect over a long distance, it becomes important.
We can define our circular polarizations:

E+ N ei(ki z—wt)
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Where é = % (Z £19). We see that looking at the real part of this gives us a rotation, whose direction
depends on the sign:

= % (2 cos (wt) F ysin (wt))

When looking from the receiver’s point of view, é4 is clockwise, and is known as the right-handed
polarization, and the é_ is the left-handed polarization.

The linear polarization is the sum of these two polarizations. However, as the wave propagates, we
see that the Ak correction changes the phase, and when we add the polarizations, we find:

1 1
E ~ 5 [cos (k+z — wt) + cos (k—z — wt)] & + 5 [sin (ktz — wt) —sin (k—z — wt)] g
= cos (koz — wt) cos (Akz) T + cos (kgz — wt) sin (Akz) g
We see that if the wavenumbers are exactly the same, then this is linearly polarized along Z, but

the shifts maintain the linear polarization, but shift the axis along which the polarization is linear.
The rotation of this axis from the x axis is given by:

tan ¢ = tan (Akz)
Y~ Akz

Where we assume that the affect is small. We can also write down a differential relation:

We see that the angle grows as the correction increases, and once the wave escapes the medium, it

/ Ak dz
_ wB wp
N /0 2c w2 dz

Ak
~ / neB) dl
0

=RM

is given by:

Which is known as Faraday rotation, and RM is known as the rotation measure, the integral of the
magnetic field along the line of sight, weighted by the density. If we look at the ratio of the rotation
measure and the dispersion measure, this gives us the average of the magnetic field:

RM

(B),, ~ DM

Waveguides

In the case of a waveguide, it is not the medium that affects the propagation of the wave, as we
have seen, but instead the boundary conditions.

Suppose we have an incoming EM wave, which then enters a rectangular waveguide. This waveguide
has 4 metal sides, which give us boundary conditions on the electromagnetic field inside the box,
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E; = B, = 0, the tangential component of the electric field and the normal component of the
magnetic field must be zero at the boundaries.

A wave inside this waveguide can fall into two categories, either a TM wave or a TE wave. The
difference between these lies in the choice of which field component is zero along the k direction. If
we assume that the waveguide is oriented in the z direction, we can have either B, =0 or £, = 0.
The first case is a Transverse Magnetic (TM) wave, and the second case is a Transverse Electric
(TE) wave.

Let us begin with the TE wave. The wave amplitudes are constrained by the wave equation:

1 9’°E 5
-~ E
c? Ot? v

We can guess that we will have something of the form:

E ~ e—iwt-l—ikzz

Inserting this into our wave equation:
2 w? 2
VLE+<62—kz)E—O

Since the TE wave has FE, = 0, let us consider the case where the electric field is only along the y
direction. Now we note that inside the waveguide, we have that V - E = 0, so we have that 86% =0.
From this, we find that
O*E,
0x?

+ k*Ey =0

Where x? = ‘;’—22 — k2. This has solutions that are either sines or cosines, but we have the boundary
condition that it must go to zero at the boundary, so we have to take the sine solution, and we
also have the condition on the allowed frequencies of the standing waves. If the dimension of the

waveguide in the z direction is a, then we have that
™I\
Ey = Epsin (—a ) eilkzz—wt)

Where ka = mn, n € Z. This gives the condition:

Note that |n| > 1, and k2 > 0. Thus we have a minimal frequency, wmin:

CTt
Wmin = —

B 2me
=

And thus we have that A, = 2a, the condition on the wavelength for propagation through the
waveguide.
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Now let us consider the general TE wave. In this case, suppose that the length along the x direction
is a, and the length along the y direction is b. The general solution in this case is given as:

E; = A cos (kyx) sin (kyy) cilkzz—wt)
Ey = Ay sin (kzx) COs (kyy) ei(kzz—wt)

In this case, the dispersion relation is given by

w? 2 2 2
7:kz+ky—|—k$

Where we have discrete allowed values for k, and k,:

kyb = mm
ky.a = mn
So we have that
2 2,2 2,92
T™m mn
Z k2
c? e b + a

And thus we can characterize the TE wave via the integers m and n. The minimum propagation
frequency will be given by the maximum of the lengths:

e
e —
T max(a, b)
Now looking at the relation
B=—-VxE
w

We see that this gives us:

E.-B=—ik.E,E,+ ik.E.E,
=0
If we pick a particular choice of TE mode, say TEg, we have that
E, = Eysin (Lx) gilkzz—wt)
a
T

B, = —%EO sin (—) eilk=2—wt)
w a

B, = —iEE cos (E) gilkzz—wt)
aw a

Now let us consider the group velocity of the TE1g wave inside the waveguide. We have that

Ow
Vogr = ——
I Ok,
We have that
: — k2 + 12
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From this, we have that

From this, we have that

A0>2
r = 1_<
Ug C 2a

We can also look at the phase velocity:
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